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Perceptual and Neuronal Boundary Learned from
Higher-Order Stimulus Probabilities

Hania Kover, Kirt Gill, Yi-Ting L. Tseng, and Shaowen Bao

Helen Wills Neuroscience Institute, University of California, Berkeley, California 94720

During an early epoch of development, the brain is highly adaptive to the stimulus environment. Exposing young animals to a particular
tone, for example, leads to an enlarged representation of that tone in primary auditory cortex. While the neural effects of simple tonal
environments are well characterized, the principles that guide plasticity in more complex acoustic environments remain unclear. In
addition, very little is known about the perceptual consequences of early experience-induced plasticity. To address these questions, we
reared juvenile rats in complex multitone environments that differed in terms of the higher-order conditional probabilities between
sounds. We found that the development of primary cortical acoustic representations, as well as frequency discrimination ability in adult
animals, were shaped by the higher-order stimulus statistics of the early acoustic environment. Our results suggest that early experience-
dependent cortical reorganization may mediate perceptual changes through statistical learning of the sensory input.

Introduction

During a “critical period” of heightened plasticity in early post-
natal life, the brain and behavior are shaped by sensory experi-
ence (Zhang et al., 2001; Hensch, 2004; Sanes and Bao, 2009).
Early exposure to language and music, for example, leads to long-
lasting changes in perception and neuronal representation (Kuhl
etal., 1992; Nditinen et al., 1997; Pantev et al., 1998; Werker and
Tees, 2005; Parbery-Clark et al., 2009; Kuhl, 2010). Perceptual
changes in infants depend not only on the frequency of encoun-
tered stimuli (Maye et al., 2002), but also on the higher-order
statistical relationships between stimuli (Saffran et al., 1996;
Schon and Francois, 2011). These statistical learning capabilities
extend beyond language and music to visual (Fiser and Aslin,
2002), auditory (Saffran etal., 1999), object (Wu et al.,2011), and
social learning (Kushnir etal., 2010), and may represent a general
mechanism by which infants form meaningful representations of
the environment(Xu and Griffiths, 2011).

In juvenile animals, exposure to sensory stimuli also leads to
changes in cortical sensory representations (Zhang et al., 2001;
Norena et al., 2006; de Villers-Sidani et al., 2007; Zhou and Mer-
zenich, 2008; Barkat et al., 2011), indicating that the early environ-
ment plays a role in shaping neural circuits in animals as well. Most
studies investigating this form of plasticity have focused on simple
stimulus environments that lack the kind of systematic statistical
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regularities found in natural environments (Zhang et al., 2001; Singh
and Theunissen, 2003; Han et al., 2007). In addition, very few studies
have investigated and found evidence for perceptual consequences
of early experience in animals (Han et al., 2007; Prather et al., 2009;
Sanes and Bao, 2009; Sarro and Sanes, 2011).

Animal vocalizations, like human speech and music, exhibit
complex statistical structure (Holy and Guo, 2005; Takahashi et al.,
2010). For example, rodent pup and adult calls are repeated in bouts
(Liu et al., 2003; Holy and Guo, 2005; Kim and Bao, 2009), resulting
in high sequential conditional probabilities for calls of the same type,
and low sequential conditional probabilities for calls of different
types (Holy and Guo, 2005). This higher-order statistical structure
may provide information for classifying the calls into distinct, cate-
gorically perceived groups of sounds (Ehret and Haack, 1981). Al-
though adult rats are sensitive to the statistical structure of the
sensory environment (Toro and Trobalon, 2005), it is not known
whether the statistical regularities of sounds experienced during
early life have long-term effects on perception or cortical acoustic
representation.

To investigate the effect of the statistical structure of the early
acoustic environment on perception and neuronal representations,
we exposed litters of rat pups to sequences of tone pips that differed
only in terms of the higher-order conditional probabilities between
tones. We then performed neurophysiological recordings to assess
changes in neuronal response properties, as well as behavioral testing
to measure changes in perceptual ability. We found that both the
development of neuronal receptive fields in primary auditory cortex,
as well as frequency discrimination ability in adult rats, were affected
by the higher-order stimulus statistics of the early acoustic environ-
ment. Our results suggest that early experience-dependent neural
changes could provide a mechanism for perceptual changes related
to statistical learning,

Materials and Methods

Acoustic rearing of young rat pups. All procedures used in this study were
approved by the University of California Berkeley Animal Care and Use
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Committee. Female Sprague Dawley rats were used in the present study.
Three groups of rat pups (single-frequency, half-range, full-range) were
placed with their mothers in an anechoic sound-attenuation chamber
from postnatal day (P)9 to P35. This time period comprises the critical
period for experience-dependent plasticity in primary auditory cortex,
including changes in frequency tuning, neuronal tuning bandwidth, and
complex sound selectivity. All groups heard 1-s-long trains of six tone
pips (100 ms, 60 dB SPL), with one train occurring every 2 s (Fig. 1A). For
all groups, tones were drawn from a logarithmically uniform frequency
distribution spanning 4-32 kHz, with constraints placed only on the
sequential conditional probabilities of sounds within a sequence. For
the full-range group, tones within a single sequence were drawn from the
entire breadth of the distribution (Fig. 1A). For the single-sequence
group, sequences were made up of the same tone repeated six times (Fig.
1A). For the half-range group, tones within a sequence were either higher
or lower than the “boundary frequency” of 11.314 kHz (Fig. 1A). After
sound exposure, rats were moved to a regular animal room environment
until they were mapped. A control litter was reared in a regular animal
room environment.

Electrophysiological recording procedure. The primary auditory cortex
of sound-reared (single-sequence, n = 5; half-range, n = 4; full-range
n = 6) and naive control rats (n = 7) were mapped at comparable ages
from P35-P52. There were no significant age differences between groups
(one-way ANOVA, Fi315) = 0.48, n.s.), and none of the reported neuro-
physiological parameters showed a significant correlation with age. Rats
were preanesthetized with buprenorphine (0.05 mg/kg, s.c.) a half hour
before they were anesthetized with sodium pentobarbital (50 mg/kg,
followed by 1020 mg/kg supplements as needed). Atropine sulfate (0.1
mg/kg) and dexamethasone (1 mg/kg) were administered once every 6 h.
The head was secured in a custom head holder that left ears unobstructed,
and the cisterna magna was drained of CSF. The right auditory cortex was
exposed through a craniotomy and durotomy and was kept under a layer of
silicone oil to prevent desiccation. Sound stimuli were delivered to the left ear
through a custom-made speaker that had been calibrated to have <3% har-
monic distortion and flat output in the entire frequency range.

Cortical responses were recorded by repeatedly inserting two pairs of
tungsten microelectrodes (240 wm spacing; manufactured by FHC, cat-
alog no. MX211EW) orthogonally into the cortex to a depth of 500—-600
um, where responses to noise bursts could be found. Recording sites
were chosen to evenly and densely map primary auditory cortex while
avoiding surface blood vessels and were marked on an amplified digital
image of the cortex. The sampling density between groups was not signifi-
cantly different (one-way ANOVA for electrode spacing between groups,
F3,18) = 0.97, n.s.). Multiunit responses to 25 ms tone pips of 51 frequencies
(1-32 kHz, 0.1 octave spacing, 5 ms cosine-squared ramps) and eight sound
pressure levels (0—70 dB SPL, 10 dB steps) were recorded to reconstruct the
frequency-intensity receptive field. The total number of multiunit receptive
fields recorded in each group was n = 333 (naive control), n = 248 (single-
sequence), n = 202 (half-range) and n = 291 (full-range).

Electrophysiological data analysis. The characteristic frequency (CF),
center-of-mass frequency, tuning bandwidth, and threshold were deter-
mined for each receptive field (RF) using an automated algorithm. The
MATLAB function medfilt2.m was used to perform two-dimensional
median filtering of the RF, such that each output pixel contained the
median value in the 3 X 3 neighborhood of the corresponding input
pixel, Each receptive field was then thresholded at 30% of the maximum
response to define the response area of the receptive field. The CF was
defined from this thresholded receptive field as the frequency at which
responses are evoked at threshold, the lowest sound pressure level that
evokes a response. The center-of-mass frequency was calculated as a
weighted average of the RF frequencies, where each frequency was
weighted by the magnitude of the response it elicited. Bandwidth was
defined as the width of the thresholded RF and was measured both at an
absolute intensity level of 60 dB (bandwidth at 60 dB) and relative to
threshold (bandwidth 20 dB above threshold).

“Category-symmetric” receptive fields were defined as sites where the
response rate to tones in the low-frequency category was within 20% of the
response rate to tones in the high-frequency category. This was calculated for
each receptive field by dividing the total response (number of spikes) to
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frequencies higher than the boundary frequency (11.314 kHz) by the total
response to all frequencies to obtain a category response index (CRI) ranging
from 0 to 1, and then defining receptive fields with a CRI between 0.4 and 0.6
as category symmetric. For each animal, the number of category-symmetric
sites was divided by the total number of sites recorded in that animal to
obtain the percentage of category-symmetric sites.

To test the hypothesis that RF centers of mass were shifted away from
the boundary in the half-range group compared to all other groups, we
assigned RFs with a center of mass within 0.1 octaves of the boundary a
value of 1, and RFs with a center of mass >0.1 octaves from the boundary
avalue of 0. Logistic regression (using the function glmfit.m in MATLAB,
MathWorks) was used to determine the relationship between group and
probability of membership in the boundary versus nonboundary region.
For this analysis, the coefficients (8) and p values are reported in the text
for all statistically significant comparisons.

To quantify changes in tuning curve slope at the boundary frequency
(11.314 kHz), frequency tuning curves at 60 dB were fitted with a cubic
spline interpolation (MATLAB, MathWorks). The squared sum of errors
of the fitting averaged <0.01. Receptive fields were divided into bins
based on the difference between their characteristic frequency and the
boundary frequency (up to 1.5 octaves), and the absolute value of the
tuning curve derivatives was plotted against CF, as described previously
by Schoups etal., 2001. Because the number of neurons in each CF bin for
each animal was very small, for this analysis only neurons were pooled
across subjects and then compared across groups.

Behavioral testing. Behavioral training and testing were conducted us-
ing the littermates of the mapped animals (or in some cases identically
exposed animals from other litters) and started when the pups were 2
months old. Animals were food deprived to reach a 10% body weight
reduction before training was started. Training took place in a wire cage
located in an anechoic sound-attenuation chamber. On automatic initi-
ation of a trial, tone pips of 100 ms duration and a standard frequency
were played 5 times/s through a calibrated speaker (Fig. 4A). After a
random duration of 5-35 s, tone pips of a target frequency were played in
the place of every other standard tone pip. Rats were trained to detect the
frequency difference and make a nose poke in a nosing hole within 3 s
after the first target tone, which was scored as a hit and rewarded with a
food pellet. The randomly varying time frame (5-35s) before onset of the
alternating frequencies ensured that rats could not adopt a timing-based
strategy (e.g., by making a nose poke at a set time interval after tone
onset); rather, the only cue for a successful nose poke was a perceived
difference between the standard and target frequencies. The 3 s response
window after onset of the alternating frequency sequence allowed the
animal to hear up to 7 repetitions of the standard target pair before
making a nose poke, thus increasing the probability of a nose poke for
very small frequency differences. In 10% of trials, the target frequency
was the same as the standard frequency, and the false alarm rate was
determined by calculating the percentage of these “same” trials that re-
sulted in a nose poke. On each training day, animals were allowed to
achieve 250-300 hits. All animals underwent 3 d of initial training with a
large difference between the target and standard frequencies (Af = 1
octave). Rapid procedure learning occurred in this phase of training. To
minimize frequency-specific effects of procedure training on tone repre-
sentation and perception, tone frequencies during the training phase
were randomly chosen to be between 2.8 and 45.3 kHz (0.5 octaves below
4 kHz and above 32 kHz). In the subsequent testing phase (3 d), we tested
perceptual discrimination of smaller Afs of 0.5, 0.3, and 0.1 octaves at 9
test frequencies equally spaced (on a logarithmic scale) across the 4-32
kHz range. Delta f levels and frequencies were randomly intermixed
within each block. The larger delta fvalues were included to motivate the
animals and often led to saturated performance levels of >85%. Conse-
quently, we performed an additional analysis in which we included only
the delta flevel that led to performance between 60 and 85% for each
animal. This range was chosen to closely match percent-correct perfor-
mance levels typically used in psychophysical staircase procedures in
which task difficulty is adjusted to individual performance (Garcia-
Perez, 1998). Animals that did not achieve performance within this range
or had a false alarm rate of >30% were excluded. A total of eight naive
controls, eight single-frequency exposed animals, eight half-range ex-
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Influences of higher-order stimulus statistics on spectral selectivity of primary auditory cortical neurons. A, Schematics of the acoustic environments that the animals experienced. The

three acoustic environments had the same logarithmically uniform frequency distribution from 4 to 32 kHz and the same temporal presentation rates, but differed in the conditional probabilities of
the tonal frequencies within sequences. B, Representative cortical maps. The sound exposure did not alter the overall tonotopic characteristic frequency distribution. C, Representative frequency—
intensity receptive fields. The corresponding locations are marked on the tonotopic maps in B. The green vertical lines mark the low conditional probability boundary experienced by the half-range
group. Stars denote the characteristic frequency or CF, and triangles denote the center-of-mass frequency. Horizontal axis depicts frequency logarithmically from 1 to 32 kHz and vertical axis depicts
intensity from 10 to 80 dB SPL. D, Tuning bandwidth at 60 dB SPL. Cyan, Naive control; dark blue, single-frequency; red, half-range; green, full-range. Frequency tuning bandwidth became narrower
in the single-frequency group and broader for the full-range group compared to control. *p << 0.05, determined by an ANOVA with post hoc Tukey—Kramer test.

posed animals and seven full-range exposed animals reached the criteria
and were included in the final data analysis. To quantify elevated fre-
quency discrimination ability at the boundary using a within-subjects
test, we computed a boundary contrast metric (BCM) as the difference
between discrimination ability at the boundary frequency and average
discrimination ability at four neighboring frequencies (highlighted in
yellow in Fig. 4D-G), and compared BCM values across groups.
Statistical testing. Statistical significance was determined using
ANOVA and post hoc Tukey—Kramer tests at a significance level of p <
0.05 (anovan.m and multcompare.m in MATLAB, MathWorks) in all
cases except for the center-of-mass analysis, for which we used logistic
regression (described above, Electrophysiological data analysis).

Results

To probe the sensitivity of the developing auditory cortex to
higher-order stimulus probabilities, we exposed three groups of
rat pups to sequences of tone pips that differed only in terms of
the conditional probabilities between tone pips within a sequence
(Fig. 1A). All groups experienced sequences of six tones repeated
at an ethological rate (Kim and Bao, 2009) of 6 Hz, with 1 s
intervals between sequences. The temporal structure of se-
quences approximated rat vocalization patterns, which are char-
acterized by bouts of calls repeated at around 6 Hz (Kim and Bao,
2009). The overall spectral distribution was the same for all
groups; all tones were drawn from a logarithmically uniform fre-
quency distribution between 4 and 32 kHz (Fig. 1A). Across
groups, however, different constraints were placed on the spec-
tral composition of individual sequences. For the single-
frequency group, sequences were made up of the same tone
repeated six times. For the full-range group, tones within a se-
quence were drawn from the entire breadth of the tone distribu-

tion, resulting in a broad spectral range (3 octaves). For the half-
range group, tones within a sequence were drawn from either the
higher or lower half of the frequency range, resulting in two cat-
egories of sounds with high conditional probabilities and a low
conditional probability “boundary” at 11.314 kHz (Fig. 1A). The
half-range group sequences had an intermediate spectral range
(1.5 octaves). Animals were continuously exposed to the tone
sequences from P9 to P35 and subsequently mapped between P35
and P52. Naive control animals were maintained in a normal
animal husbandry room and mapped at matching ages.

Sound exposure did not lead to gross changes in the tonotopic
organization of primary auditory cortex (Fig. 1B). The distribu-
tion of characteristic frequencies (CFs; white stars in Fig. 1C) was
not different between groups (data not shown). However, inspec-
tion of individual receptive fields revealed changes in receptive
field bandwidth and shape (Fig. 1C). The receptive field band-
width at 60 dB was significantly different between the groups
(one-way ANOVA, F5 5, = 13.02; p < 9.2%10 °). A post hoc
Tukey—Kramer test at the 0.05 significance level showed that re-
ceptive fields in the full-range condition were significantly
broader than those in the control group, whereas those in the
single-frequency condition were significantly narrower (Fig. 1D).
The bandwidth differences were present regardless of whether we
measured tuning bandwidth at a fixed intensity level (e.g., 60 dB
as shown in Fig. 1D) or relative to threshold (e.g., bandwidth 20
dB above threshold, one-way ANOVA, F; 4 = 13.21; p =
8.5%10 ~°, data not shown; a post hoc Tukey—Kramer test yielded
the same results as those for bandwidth at 60 dB). These results
indicate that receptive field bandwidth is shaped by the spectral
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range of tones with high conditional
probabilities within sequences, but not
the overall spectral distribution of the
stimulus ensembles.

Receptive field bandwidth was not
different between the half-range condi-
tion and the control condition (Tukey—
Kramer post hoc test at significance level of
0.05, n.s.). Since the spectral range of the
half-range sequences (1.5 octaves) ap-
proximately matched the tuning band-
width of naive auditory cortical receptive
fields (mean = 95% confidence interval =
1.47 £ 0.13), adaptation to the spectral
range should lead to shifting rather than
broadening or narrowing of receptive
fields. We examined the distribution of
the frequency-intensity response area on
each side of the low conditional probabil-
ity boundary frequency (11.314 kHz). Re-
ceptive fields in the half-range condition
shifted to preferentially respond to the
lower or higher portion of the frequency
range, with fewer multiunit sites respond-
ing equally well to both sides (Fig. 1C). We
quantified this effect by comparing the
percentage of sites in each animal that re-
sponded approximately equally (or sym-
metrically) to tones in the low and high
categories (see Materials and Methods). A
one-way ANOVA showed a significant
effect of group on the percentage of category-
symmetric receptive fields: F; ;) = 64.13,p <
8.3*10 "% (Fig. 2A). A post hoc Tukey—Kramer
test at a significance level of 0.05 showed that
the percentage of category-symmetric recep-
tive fields was significantly different between
all groups. Compared to the control, the

single-sequence and full-range groups had significantly lower and
higher percentages of category-symmetric sites, respectively: these ef-
fects can be directly predicted from their respectively narrower and
broader receptive field bandwidths, and therefore do not provide indi-
cation of receptive field shifting. Interestingly, however, the percentages
of category-symmetric sites in the half-range group were the lowest
compared to all other groups; since receptive field bandwidths in this
group were not different from the control, this effect must be due to
shifting of the receptive fields to preferentially encode either the low-
frequency category or the high-frequency category. Together with the
narrower tuning bandwidth seen in the single-frequency group, these
results suggest that pairs of sounds with low conditional probabilities
within sequences tend to be represented by separate populations of cor-

tical neurons.

The shift in receptive fields but not in CFs in the half-range
group suggests that changes in frequency selectivity occurred at
the flanks but not at the threshold of receptive fields. Comparison
of frequencies at the center of mass of the receptive fields (white
triangle in Fig. 1B, compiled data in Fig. 2B) that are sensitive to
shifts in the flanks of receptive fields confirmed that compared to
control, significantly fewer multiunits in the half-range, but not
single-sequence or full-range groups, had receptive fields cen-
tered within 0.1 octaves of the boundary frequency (logistic re-
gression: control vs half-range, B=—0.9699, p < 0.05; all other

comparisons n.s.).
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Figure2. Selective representation of low and high tonesin the half-range condition. A, Percentage of category-symmetric sites
in each animal. Category-symmetric sites are defined as sites that respond approximately equally to frequencies in the low and
high categories (see Materials and Methods). *p << 0.05, ANOVA with post hoc Tukey—Kramer test. B, Distributions of center-of-
mass frequency. Significantly fewer neurons in the half-range group had center-of-mass frequency within 0.1 octaves of the low
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Figure3.  Steepertuning curve slopesin the half-range group at the low conditional probability boundary. A, Schematic of the depen-
dency of tuning curve slope on tuning curve peak. Neurons with tuning curve peaks flanking the low conditional probability boundary
(green) have the steepest slope at the boundary. B, Absolute values of tuning curve slopes as a function of neuronal tuning curve peaks
relative to the boundary. Tuning curve slopes in the half-range group were steeper than tuning curve slopes in the other groups, especially
forneurons tuned to flanking frequencies. An ANOVA with post hoc Tukey—Kramer test showed that receptive fields in the half-range group
(red) had significantly higher tuning curve slopes at the boundary compared to all other groups, p << 0.05.

Previous studies (Schoups et al., 2001; Han et al., 2007) have
shown that sensory experience can lead to asymmetric changes in the
stimulus—response functions of neuronal tuning curves, and in par-
ticular a steepening of tuning curve slopes. We therefore hypothe-
sized that the shift in RF center of mass and altered distribution of
category-symmetric receptive fields in the half-range group could be
due to steeper tuning curve slopes, specifically at the boundary fre-
quency. Because tuning curve slopes at any given frequency vary
depending on a particular neuron’s best frequency (Fig. 3A), any
effects will likely be washed out by this peak-dependent variability.
Therefore, we grouped recording sites by the peaks of their tuning
curves. Sites tuned to the boundary frequency (Fig. 3B; peak F —
boundary F = 0) and sites tuned to frequencies far away from the
boundary frequency showed minimal changes in slope. Sites tuned
to frequencies flanking the boundary frequency had visibly steeper
slopes at the boundary frequency in the half-range group relative to
all other groups (Fig. 3B). A four-group by nine-CF bin ANOVA
showed a significant main effect of group F; g0 = 4.36, p < 0.05,a
significant main effect of bin Fg 4,0, = 20.22, p < 0.05, and a non-
significant interaction F(,, 4,5 = 1.34, n.s.). A post hoc Tukey—
Kramer test across groups showed that tuning curve slopes at the
boundary were significantly steeper in the half-range group com-
pared to all other groups.

Neurons are most sensitive to stimulus differences at the
slopes of tuning curves, and experimental (Schoups et al., 2001;
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Perceptual boundary shaped by conditional stimulus probabilities. A, Schematic paradigm of frequency discrimination task. Animals were required to make a nose poke when they

detected a frequency difference between a standard frequency fs (black) and a target frequency ft (red). B, When we compared performance across groups for delta flevels of 0,0.1,0.3and 0.5, there
were no significant differences between groups. ¢, However, when we focused our analysis only on delta flevels for which animals performed within the 60 — 85% range (highlighted in yellow in
B), animals in the half-range group (red) showed elevated frequency sensitivity at the boundary (boundary contrast) compared to the control group. *p << 0.05, ANOVA with post hoc Tukey—Kramer
test. D-G, Individually adjusted performance curves for the 60 — 85% performance range, on which part Cis based. The boundary contrast was calculated by subtracting the average performance
at frequencies highlighted in yellow from performance at the boundary (dashed line) to achieve a within-subjects comparison.

Han et al., 2007) and theoretical (Butts and Goldman, 2006)
evidence suggests that the steepness of tuning curves may be re-
lated to performance in tasks involving fine stimulus discrimina-
tions. We therefore examined how the steeper tuning curve
slopes observed in the half-range group impacted perception us-
ing a frequency discrimination task. Behavioral testing was per-
formed in the littermates (or other identically sound-exposed
animals) of the animals for which we mapped primary auditory
cortex. Animals were food deprived to attain a 10% reduction in
body weight and trained for 3 d on a perceptually easy frequency
discrimination task that required them to make a nose poke when
they perceived a difference between a standard frequency ( fs)
and target frequency ( ft) that were 1 octave apart (Fig. 4A and
Materials and Methods). On the fourth day, all animals under-
went the second phase of difficult perceptual testing in which
their perceptual discrimination ability was examined with
smaller frequency differences of 0.5, 0.3, and 0.1 octaves.

When we compared discrimination performance for all fre-
quency differences, we saw no significant differences between
groups (Fig. 4B; four-group by four-frequency differences
ANOVA, F(; 136 = 2.3, n.s.). However, we noted a high degree of
variance in performance levels between animals, likely due to the
fact that training length was identical regardless of individual
progress. To avoid floor or ceiling effects resulting from the task
being too easy or too hard for individual animals, we chose the
frequency difference that gave a mean performance level between
60 and 85% for each animal for further analysis. This range was
chosen to most closely match discrimination thresholds com-
monly used in psychophysical staircase procedures (Garcia-
Perez, 1998) that also adapt task difficulty to each individual
based on performance. The average frequency difference levels
that led to 60—85% performance did not differ across groups
(Fi327) = 0.58, n.s.).

Figure 4, D-G, show the individually adjusted discrimination
curves for the four groups of animals. Since data for each animal
reflect performance at a different difficulty levels, we focused our

analysis on within-subject comparisons only and specifically
tested the hypothesis that frequency discrimination at the bound-
ary frequency was superior to frequency discrimination at nearby
frequencies in half-range group animals. To this end, we calcu-
lated a boundary contrast metric for each animal by subtracting
the average performance for the four frequencies nearest to the
boundary (highlighted in yellow in Fig. 4D-G) from perfor-
mance at the boundary (dashed line). The BCM was significantly
different from the control group for the half-range group only
(Fig. 4C; one-way ANOVA, F;,, = 3.43, p < 0.05; post hoc
Tukey—Kramer test at a 0.05 significance level).

Discussion

The study provides evidence that cortical representation and per-
ception in a nonhuman animal are shaped by the higher-order
conditional probabilities of sounds in the early acoustic environ-
ment. Specifically, we found that tonal stimuli with high condi-
tional probabilities within 6 Hz sequences tended to be
represented together in the primary auditory cortex of develop-
ing rats, whereas tones with low conditional probabilities were
represented separately. This was manifested by broader fre-
quency tuning in rats exposed to spectrally broad (full-range)
tone sequences, narrower tuning in rats exposed to single-
frequency tone sequences, and preferentially selective recep-
tive fields in rats exposed to randomly alternating half-range tone
sequences. Furthermore, in the half-range group the low-
probability stimulus boundary was represented by steeper tuning
curve slopes and correspondingly elevated perceptual sensitivity
compared to neighboring frequencies, forming both a neuronal
and perceptual boundary.

The neural mechanisms underlying the preferential corepre-
sentation of stimuli with high conditional probabilities are not
known. Broadening and narrowing of receptive fields can be the
result of plasticity at both thalamocortical and recurrent intra-
cortical synaptic connections (Liu et al., 2007), and the present
study does not distinguish between the two. However, our results
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do suggest that multiunits in primary auditory cortex are able to
compute and encode joint stimulus probabilities over hundreds
of milliseconds. A previous study found that critical period plas-
ticity in rats is enhanced for sounds repeated at 6 Hz relative to
other modulation rates (Kim and Bao, 2009). This result, to-
gether with our finding that sounds within 6 Hz sequences are
represented together, suggests that the prolonged temporal inte-
gration window of cortical neurons compared to subcortical neu-
rons (Bao et al., 2004; Chang et al., 2005; Wang, 2007) may serve
the purpose of allowing spectrotemporal dependencies to be en-
coded in primary auditory cortex.

Sensory training can rapidly alter cortical stimulus represen-
tations (Edeline et al., 1993; Ohl and Scheich, 1996; Reed et al.,
2011). Since our electrophysiological data were collected from
littermates of the behaviorally tested animals, they likely do not
precisely reflect the state of sensory representation in the behav-
iorally tested animals. Therefore, it was not possible, nor did we
attempt, to fully predict the observed behavioral performance
from the collected neuronal data. Our goal was limited to testing
the theoretically predicted and previously reported effects of tun-
ing curve slopes on perceptual discrimination performance
(Schoups et al., 2001; Butts and Goldman, 2006; Han et al., 2007).
The frequency-specific increase in perceptual sensitivity at the
probability boundary for the half-range group is likely not caused
by this frequency-nonspecific training procedure. The corre-
spondence between the increased perceptual sensitivity and the
elevated tuning curve slopes at the boundary in the half-range
group, even though observed in different animals, lends support
to the link between the steepness of primary cortical tuning curve
slopes and perceptual discrimination ability (Schoups et al., 2001;
Butts and Goldman, 2006; Han et al., 2007).

Whether perceptual learning depends on plastic changes in
the auditory cortex is matter of current debate. Some studies have
found correlations between altered cortical stimulus representa-
tions and perceptual behaviors (Recanzone et al., 1992; Recan-
zone et al., 1993; Polley et al., 2004; Polley et al., 2006; Han et al.,
2007), but others have failed to observe such relationships (Tal-
war and Gerstein, 2001; Brown et al., 2004; Reed et al., 2011). As
evidence supporting both views accumulates, it is increasingly
evident that the conclusion depends on the specifics of the tasks
used to measure behavioral performances as well as the types of
plasticity effects that are considered (Berlau and Weinberger,
2008). A particular perceptual change may be mediated by differ-
ent forms of cortical plasticity in different contexts. For example,
stimulus discrimination performance could be altered by
changes in neuronal characteristic frequency, tuning bandwidth,
spontaneous firing rate, or response magnitude (Gilbert et al.,
2001; Kim and Bao, 2008). At the same time, seemingly similar
plasticity effects could have different perceptual consequences
and subserve different aspects of the learning process. For exam-
ple, a transient increase in stimulus representation may serve to
enhance stimulus salience and facilitate early procedural learning
in an early phase of perceptual training (Reed et al., 2011), while
long-lasting representational enlargement may serve a different,
perceptual as opposed to procedural function, for example by
improving or impairing stimulus discrimination performance
(Recanzone et al., 1993; Han et al., 2007). In the latter case, the
perceptual effects of the enlarged representation may be medi-
ated by secondary effects of the altered stimulus representation,
such as changes in neuronal bandwidths, alignment of tuning
curve slopes, etc. (see Han et al., 2007, their supplementary Fig.
4). Our current finding of correlated increases of perceptual sen-
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sitivity and tuning curve slopes supports a role of cortical plastic-
ity in perceptual learning.

Perceptual boundaries at ethologically relevant stimulus tran-
sitions have been documented across a wide range of nonhuman
animals (May et al., 1989; Nelson and Marler, 1989; Wyttenbach
et al., 1996; Baugh et al., 2008), including rodents (Ehret and
Haack, 1981). However, unlike in humans where the existence of
language-specific differences in speech sound perception (Fox et
al., 1995; Iverson and Kuhl, 1996) has long pointed to a role for
early experience in shaping perception, perceptual boundaries in
animals have often been assumed to be innate (Kuhl and Miller,
1978; Mesgarani et al., 2008; but see Prather et al., 2009). On the
contrary, the results of the present study suggest that auditory
perceptual boundaries in rodents can emerge as a direct result of
sensory experience. More specifically, neuronal encoding of
stimulus statistics may provide a basic mechanism whereby sen-
sory stimuli (including animal vocalizations) are segmented into
behaviorally relevant categories (Prather et al., 2009).

It is unknown whether categorical perception for rodent vo-
calizations (Ehret and Haack, 1981) arises by the same mecha-
nisms as those documented in the present study. Rodent
vocalizations occur in bouts on similar time scales and with sim-
ilar spectral bandwidths as the tone sequences used in this study
(Holy and Guo, 2005; Kim and Bao, 2009). Early experience of
those vocalizations could thus theoretically lead to similar corti-
cal representations and reduced perceptual contrast of the indi-
vidual calls despite their substantial trial-by-trial variability
(Holy and Guo, 2005). By contrast, functionally different call
types that do not occur in the same bout may be represented by
distinct populations of neurons, resulting in perceptual bound-
aries and categorical perception of the calls. Further work involv-
ing manipulation of mother and pup vocalizations during the
critical period will be necessary to examine this question further.

Theoretical considerations and empirical observations have
suggested that perception is a process of statistical inference in
which incoming information conveyed by our sensory receptors
is combined with expectations drawn from experience (Knill and
Richards, 1996; Kérding and Wolpert, 2004). Representing prob-
ability structures is essential for statistical inference. Previous
studies have suggested that simple prior probability distributions
of sensory stimuli may be stored in the size of their representa-
tions in the sensory cortex (Simoncelli, 2009; Kover and Bao,
2010). Here we show that higher-order probability distributions
may also be stored in the sensory cortex, where they can be inte-
grated with sensory information to shape sensory perception in
more complex ways.
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