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Dynamic Interaction of Oscillatory Neurons Coupled with
Reciprocally Inhibitory Synapses Acts to Stabilize the
Rhythm Period

Akira Mamiya' and Farzan Nadim?
!Center for Molecular and Behavioral Neuroscience, Rutgers University, and 2Department of Mathematical Sciences, New Jersey Institute of Technology,
and Department of Biological Sciences, Rutgers University, Newark, New Jersey 07102

In the rhythmically active pyloric circuit of the spiny lobster, the pyloric dilator (PD) neurons are members of the pacemaker group of
neurons that make inhibitory synapses onto the follower lateral pyloric (LP) neuron. The LP neuron, in turn, makes a depressing
inhibitory synapse to the PD neurons, providing the sole inhibitory feedback from the pyloric network to its pacemakers. This study
investigates the dynamic interaction between the pyloric cycle period, the two types of neurons, and the feedback synapse in biologically
realistic conditions. When the rhythm period was changed, the membrane potential waveform of the LP neuron was affected with a
consistent pattern. These changes in the LP neuron waveform directly affected the dynamics of the LP to PD synapse and caused the
postsynaptic potential (PSP) in the PD neurons to both peak earlier in phase and become larger in amplitude. Using an artificial synapse
implemented in dynamic clamp, we show that when the LP to PD PSP occurred early in phase, it acted to speed up the pyloric rhythm, and
larger PSPs also strengthened this trend. Together, these results indicate that interactions between these two types of neurons can
dynamically change in response to increases in the rhythm period, and this dynamic change provides a negative feedback to the pace-
maker group that could work to stabilize the rhythm period.
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Introduction

Reciprocally inhibitory neuronal circuits are among the predom-
inant building blocks involved in the generation of rhythmic pat-
terns in the CNS (Kisvarday et al., 1993; Freund and Buzsaki,
1996; Marder and Calabrese, 1996). Numerous theoretical stud-
ies have examined how reciprocal inhibition gives rise to emer-
gent network outputs, particularly rhythmic activity (Wang and
Rinzel, 1992; Skinner et al., 1994; Van Vreeswijk et al., 1994;
Nadim et al., 1999). However, reciprocal inhibition has been
studied primarily within the context of simplified model net-
works or in static conditions, ignoring, for example, conse-
quences of changes in the rhythm frequency and the resulting
effects on synaptic and intrinsic dynamics. Recently, however,
some computational studies have shown that in rhythmically ac-
tive reciprocally inhibitory networks, the strength and timing of
synapses can affect various aspects of the network activity, such as
the oscillation frequency and the relative phasing between neu-
rons (Nadim et al., 1999; Manor and Nadim, 2001; Taylor et al.,
2002; Manor et al., 2003).
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Dynamics of reciprocally inhibitory networks are not re-
stricted to the intrinsic properties of the neurons involved. Many
inhibitory synapses show short-term plasticity, thus adding an
extra level of complexity to the network (Manor et al., 1997;
Brody and Yue, 2000; Lewis and Maler, 2002; Mamiya et al.,
2003). Although some modeling studies have shown the impor-
tance of the strength and timing of synapses in oscillatory neuro-
nal networks and the possible significance of the interaction be-
tween synaptic strength and oscillation period, these issues have
not been explored thoroughly in biological preparations. Thus,
little is known about how such networks dynamically respond to
changes in frequency in biologically realistic conditions.

This study investigates the interaction between oscillatory ac-
tivity and synaptic dynamics in a biological network. The pyloric
circuit of the spiny lobster (Panulirus interruptus) contains many
pairs of neurons that produce rhythmic bursting activity. The pylo-
ric rhythm (frequency, 0.5-2 Hz) is generated by a pacemaker group
composed of an anterior burster (AB) and two pyloric dilator (PD)
neurons. All follower pyloric neurons receive inhibitory synapses
from the pacemaker neurons. The only feedback chemical synapse
to the pacemaker neurons from the rest of the circuit is from the
lateral pyloric (LP) neuron to the PD neurons. Previous studies have
shown that synapses between the pacemaker group and the LP neu-
ron show short-term depression (Manor et al., 1997; Rabbah et al.,
2002). Thus, the LP neuron and the pacemaker group are connected
by reciprocally inhibitory depressing synapses.
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We studied the effects of changing the pyloric cycle period on
this reciprocally inhibitory subnetwork in three sets of experi-
ments. First, we showed how the membrane potential waveform
of the LP neuron changes in response to altering the cycle period.
We then explored how the changes in the LP neuron waveform
affect the properties of the “LP to PD” synapse. Finally, we exam-
ined how the changes in the properties of this feedback synapse to
the pacemaker group, in turn, affect the oscillation period. Our
results indicate that the strength and timing of the feedback syn-
apse dynamically change in response to increases in the oscilla-
tion period and that these changes provide a negative feedback
that stabilizes the cycle period.

Materials and Methods

Preparation and identification of the neurons. Adult spiny lobsters, Panu-
lirus interruptus (Don Tomlinson, San Diego, CA), were used in all of the
experiments. The stomatogastric nervous system (STNS) was isolated
using standard procedures (Selverston et al., 1976; Mamiya et al., 2003).
The isolated STNS was pinned down on a Sylgard-coated Petri dish and
superfused throughout the experiments with chilled (16°C) physiologi-
cal saline containing (in mm): 479.0 NaCl, 12.9 KCl, 13.7 CaCl,-2H,0,
10.0 MgSO,-7H,0, 3.9 NaSO,-10H,0, 11.2 Trizma base, 5.1 Maleic acid,
pH 7.45.

Pyloric neurons were identified according to their stereotypical axonal
projections in identified nerves using conventional techniques (Selver-
ston et al., 1976; Mamiya et al., 2003). Pyloric activity was monitored
extracellularly with stainless steel wire electrodes from identified nerves.
Extracellular signals were amplified with a differential AC amplifier
(model 1700; A-M Systems, Carlsborg, WA). Intracellular recordings
were made by impaling the somata with glass microelectrodes filled with
0.6 M K,SO, plus 20 mm KCI (for identification of neurons and intracel-
lular recordings; resistance, 30-35 M{2) or 3 M KCl (for current injection
only; resistance, 8—12 M{). All intracellular recordings were done with
Axoclamp 2B amplifiers (Axon Instruments, Foster City, CA).

Comparison of the shape of the LP neuron waveform at different pyloric
periods. To build a library of LP neuron waveforms at different pyloric
periods, we recorded intracellularly from the LP neuron during an on-
going pyloric rhythm and injected various levels of DC (—20 to +4 nA)
into one of the pacemaker group neurons (AB or PD) to change the
rhythm period. Recorded voltage traces were low-pass filtered at 10 Hz
(to remove action potentials) and divided into single cycles. To compare
the shape of the single cycle waveforms across different periods and
different preparations, each waveform was normalized both in ampli-
tude (from a minimum of 0 to a maximum of 1) and in time (to a phase =
time/period between 0 and 1). Within each preparation, collected wave-
forms were grouped according to period into 25 msec bins and averaged
within each bin. We did not average the waveforms across preparations,
because LP waveforms from different preparations varied in shape even
when they had the same period. Bins that had fewer than three wave-
forms were not used for the comparison of the waveforms. We analyzed
275 average waveforms collected from 14 preparations. For principal
component analysis, each average waveform was resampled at 100
points. For all other analyses, waveforms were sampled at 1000 points.

Principal component analysis (PCA) is a mathematical transforma-
tion that can be applied to a set of possibly correlated variables to find a
smaller set of uncorrelated (orthogonal) variables (principal compo-
nents) that can account for the majority of the original variances. When
PCA is applied to a data set, it produces principal components (PCs) in
the order of the variance within the data set, with the first PC having the
maximum variance (Glaser and Ruchkin, 1976). We performed PCA on
the LP waveform data embedded in a 100-dimensional space (each di-
mension corresponding to one sample point of the waveform) to find a
few variables that can account for most of the variance seen in the wave-
form data set. This procedure enabled us to look for features that were
changing greatly between the waveforms.

Construction of the LP waveform set and measuring postsynaptic poten-
tial in the PD neuron. Although the shape of the LP waveform differed
between preparations, all waveforms changed in a consistent manner
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when the pyloric period was changed. We therefore chose one represen-
tative preparation and used averaged waveforms (see above for construc-
tion of the average waveforms) that corresponded to five different pyloric
periods (550, 750, 950, 1150, and 1350 msec) as an LP waveform set.

Synaptic potentials were measured after abolishing the pyloric activity
to allow for better control of the membrane voltage. This was done by
bath application of 0.1 uMm tetrodotoxin (TTX; Biotium, Hayward, CA)
to block descending inputs to the stomatogastric ganglion. This also
blocked action potentials and action potential-mediated synaptic trans-
mission in the ganglion. In this study, we focused on graded synaptic
transmission, which has been shown previously to be important and
sufficient for the production of the triphasic pyloric rhythm (Graubard,
1978; Raper, 1979). To activate the LP to PD synapse, the LP neuron was
voltage clamped with two electrodes, LP waveforms that corresponded to
different pyloric periods were periodically played back at the correspond-
ing period, and the postsynaptic potential (PSP) was recorded from the
PD neurons in current-clamp mode. Each waveform was applied from a
holding potential of —60 mV (the typical resting potential of the LP
neuron) with a fixed amplitude of 30 mV for 10 cycles. This protocol was
repeated five times for each waveform, and the resulting PSPs were aver-
aged over the five repetitions. A 30 sec interval was allowed between each
of the five repetitions to allow the synapse to completely recover from
depression. The resting potential of the PD neuron did not change during the
experiments and was in a range of —55 mV * 3 mV in all preparations.

Activation of the artificial synapse. To study how the changes in the LP
to PD PSP affect the pyloric period, we replaced the biological LP to PD
synaptic current with an artificial synapse and observed the change in the
rhythm period at different strengths and cycle phases of the artificial
synapse. The artificial synapse was activated using the dynamic-clamp
technique (Sharp et al., 1993; Manor and Nadim, 2001). Intracellular
recordings were made from the LP and the two PD neurons during the
ongoing pyloric rhythm, and the biological LP to PD synapse was re-
moved by hyperpolarizing the LP neuron. One of the two PD neurons
was impaled with two electrodes, one for recording the membrane po-
tential and the other for current injection. The other PD neuron was
impaled only with a current injection electrode in bridge mode. The
artificial synaptic current was calculated on the basis of the membrane
potential of the PD neuron measured by the recording electrode, reversal
potential of the synapse (set at —75 mV), and the conductance of the
synapse. The same synaptic current was injected into both PD neurons
through the current injection electrodes. The artificial synapse was acti-
vated for 20 sec, and the average periods of the 10 cycles immediately
before and the 10 cycles during the activation were compared. For calcu-
lation of the average period during the activation of the synapse, the first
three cycles after the activation of the synapse were excluded to remove
any transient effects.

The artificial synaptic current was activated periodically during each
cycle of the PD neuron oscillation and was set to 0 between activations.
The synapse was always activated at a prescribed phase (for example, 0.3)
of the PD neuron oscillation for a preset duration (200 msec, unless
specified otherwise). The phase of the synaptic activation was calculated
according to the period of the previous cycle of oscillation using the PD
neuron burst onset as the reference point. Thus, if the activation phase
was set at 0.3 and the previous cycle period was 900 msec, the synapse was
activated 270 msec (=0.3 X 900 msec) after the first action potential of
the PD neuron burst for a duration of 200 msec. If the PD neuron cycle
period then changed to 960 msec, the synapse was activated at 288 msec
(=0.3 X 960 msec) after the first action potential of the PD neuron (still
for 200 msec) in the next cycle. Thus, the activation time of the synapse
was adaptively adjusted according to the PD neuron cycle period to
maintain a constant phase of the synaptic activation. This protocol was
chosen to mimic the activation of the biological LP to PD synapse at each
phase.

The shape of the conductance of the artificial synapse was approxi-
mated with a 200 msec wide triangle (ramp) that peaked at 0, 100, or 200
msec. The synapse was activated at four different phases (0.2, 0.3, 0.4, and
0.5) of the rhythm cycle. The strength of the synapse was varied in three
steps (0.5, 1.0, and 2.0 nS) with values chosen to produce approximately
the same size IPSP in the PD neurons as the biological LP to PD synapse.
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Recording, analysis, and statistics. All intracellular recordings were dig-
itized at 4 kHz and stored on a personal computer using a PCI-MIO-
16E-1 board (National Instruments, Houston, TX) and custom-made
recording software (http://stg.rutgers.edu/software/software.htm) writ-
ten in LabWindows/CVI (National Instruments). Low-pass filtering of
traces was done with a custom-made analysis program written in Lab-
Windows/CVI. All other analyses, such as the waveform comparison,
principal component analysis, PSP peak and amplitude detection, and
the calculation of the period change were done by custom-made pro-
grams written in Matlab (MathWorks, Natick, MA). Statistical tests were
done using SAS (SAS Institute, Cary, NC).

Results

In the rhythmically active pyloric network (six neuron types; cy-
cle period, 0.5-2 sec), the pacemaker neurons (AB and two PDs)
are reciprocally connected to the single follower LP neuron by
depressing inhibitory synapses (Fig. 1 A, B). The LP to PD synapse
is the sole chemical feedback synapse from the rest of the pyloric
network to the pacemaker neurons. As such, it is the primary
synaptic candidate for affecting the rhythm produced by the
pacemaker neurons (Manor et al., 1997; Weaver and Hooper,
2003a). In the present study, we investigated how the LP to PD
feedback synapse dynamically changes in response to changes in
the pyloric cycle period and how these changes, in turn, affect the
cycle period.

The present study was done in three steps. First, we character-
ized how, during oscillations, the shape of the LP membrane
potential waveform changed in response to changes in the pyloric
rhythm cycle period. The pyloric cycle period was changed by
current injection into the pacemaker neurons, the LP neuron was
recorded intracellularly, and a library of LP waveforms corre-
sponding to different rhythm periods was collected. Waveforms
in the library were divided into single cycles, low-pass filtered,
and indexed by their cycle period. Second, we measured how
changes in the LP waveform affected the properties of the LP to
PD synapse. We abolished the ongoing pyloric rhythm by bath
application of TTX, voltage clamped the LP neuron, and period-
ically played back the prerecorded LP waveforms from the library
at their corresponding cycle periods. The voltage variations of the
LP neuron activated the LP to PD synapse, and we recorded the
PSPs in the PD neurons. In the third and final step, we investi-
gated how the changes in the PD neuron PSP affect the pyloric
cycle period. These experiments were done by removing the bio-
logical LP to PD synapse during the ongoing pyloric rhythm and
replacing it with an artificial synapse using the dynamic-clamp
technique (Sharp et al., 1993; Manor and Nadim, 2001). The
artificial synapse was applied periodically at different phases of
the cycle and with different strengths, and the PD neuron activity
was measured before, during, and after the activation of the arti-
ficial synapse. These three steps tracked the influence of the os-
cillatory activity in the pyloric pacemaker neurons on the fol-
lower LP neuron and examined the feedback effects from the LP
neuron to the pacemaker neurons within a biologically realistic
context.

Characterization of changes in the LP waveform in response
to changes in the pyloric rhythm period

In the first step of this study, we characterized how the LP wave-
form changes in response to changes in the period of the pyloric
rhythm. We changed the rhythm period by injecting DC into the
pacemaker neurons (AB and PD) and recorded from the LP neu-
ron intracellularly. The top traces in Figure 2A show an example
of the LP neuron voltage trace recorded in control and when —20
nA DC was injected into the AB neuron to slow the pyloric
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Figure 1. The pacemaker (AB and two PD) neurons and the LP neuron are connected by
reciprocally inhibitory synapses. A, Circuit diagram shows the connectivity among the AB, PD,
and LP neurons. The AB and PD neurons are connected with strong electrical connections. The
AB—PD neurons and the LP neuron are connected by reciprocally inhibitory synapses. The LP to
PD synapse is the sole chemical feedback synapse from the rest of the pyloric network to the
pacemaker neurons. B, Intracellular voltage traces from the AB, PD, and LP neurons. The AB and
PD neurons are coactive because of their strong electrical coupling. These two neurons oscillate
in antiphase with the LP neuron.

rhythm. In this study, we focused on the graded component of
the synaptic transmission, which has been shown to be impor-
tant and sufficient to produce the triphasic pyloric rhythm
(Graubard, 1978; Manor et al., 1997). Therefore, we low-pass
filtered the voltage traces at 10 Hz to remove the action potentials
from the waveforms (Fig. 2 A, bottom traces).

To compare the shape of the waveforms at different periods,
the recorded waveforms were cut into single cycles, sampled at
1000 points, and normalized both in amplitude (from a mini-
mum of 0 to a maximum of 1) and in time (to obtain a phase =
time/period between 0 and 1). Within each preparation, wave-
forms with similar period had similar shapes. We therefore
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Figure2. Changesin the LP waveform in response to altering the pyloric rhythm period. 4,
Top, An example of the LP neuron voltage trace recorded when either 0 nA (Control) or —20 nA
DC was injected into the AB neuron to slow the rhythm period. Bottom, The same LP neuron
voltage traces after the low-pass filtering at 10 Hz to remove the action potentials. B, Average LP
waveforms from one preparation ranging in period from 550 to 1350 msec shown using phase
(time/period of the waveform). Waveforms were grouped according to their period using 25
msec bins and averaged. The entire length of the three arrows point to three features of the LP
waveforms that changed the most in response to the change in the rhythm period (from left to
right: trough-to-peak slope, initial peak, and second smaller peak). Colors denote normalized
amplitude. AB hyp’d, AB neuron hyperpolarized by DCinjection.

grouped the waveforms according to their period using 25 msec
bins and averaged the waveforms in the same bin. Figure 2B
shows the average LP waveforms from one preparation ranging
in period from 550 to 1350 msec. As seen in this Figure, the
average waveform from each preparation always changed rela-
tively smoothly in response to changes in the pyloric period, and
there was no drastic qualitative change in the shape of the
waveform.

Even though LP waveforms with similar period had similar
shapes in individual preparations, the LP waveforms varied in
shape across preparations even when the periods were the same.
Therefore, we did not average waveforms across preparations. De-
spite the differences in shape, however, all LP waveforms seemed to
change according to a fixed pattern when the rhythm period was
changed. In particular, as the period was increased, the LP waveform
began to peak at an earlier phase, the trough-to-peak slope of the
waveform became steeper (in phase), and a second smaller peak
started to appear (Fig. 2B, arrows). The appearance of this second
peak seemed to be attributable to the fact that, with long cycle peri-
ods, the LP neuron would begin to rebound from the inhibition
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from the pacemaker neurons to initiate a burst. However, this pre-
mature burst initiation would be suppressed by inhibition from the
pacemaker neurons in the next cycle (Fig. 2 A, top right LP neuron
trace).

To understand the general patterns of change in the LP wave-
form with period, we first examined the overall variability in the
waveforms. We performed principal component analysis on 275
average waveforms collected from 14 preparations to see whether
the variability in the waveforms could be described by a small
number of parameters. The first two PCs accounted for 52.7% of
the overall variance in the waveforms. The first PC accounted for
35.8% of the variance and showed a high negative correlation
with the period of waveforms (r = —0.594; n = 275; p < 0.0001)
(Fig. 3A). Thus, a large amount of variability in the waveforms
might be attributable to a linear change in the waveform shape in
response to changes in period. The significant negative correla-
tion suggested that, as the period became longer, a large propor-
tion of the overall change in the waveform was an increase by a
value proportional to the negative of the first PC. To clarify what
type of variation in the waveform was represented by the first PC,
we plotted the negative of the first PC [red curve marked -(PC1)]
together with the mean of all average waveforms (Fig. 3B).

Each point on the curve —(PC1) shows the weight of the cor-
responding point of LP waveforms used for the calculation of the
negative of the first principal components. Because these values
are weights, they have no units. The peaks and valleys of -(PC1)
correspond to the positive and negative peaks of the weight. Thus,
the points on the waveform in the same position as the peaks had
large positive contribution, whereas those in the position of the
valleys had large negative contribution to the PC. When the pe-
riod was increased, —(PC1) also increased; thus, the value of the
waveform points near the peak of —(PC1) was increasing, and
those near the valley were decreasing. The overlay of the wave-
form and —(PC1) in Figure 3B indicated a variation in the wave-
forms on the basis of the location of the initial peak and the
amplitude of the second peak. This was consistent with our initial
observation that as the period became longer, the LP waveform
shifted its peak to an earlier phase, its initial slope became steeper
(in phase), and a second peak started to appear (Fig. 2B). Gray
boxes are placed in a position that corresponds to the two largest
positive peaks. To ensure that the variations indicated by the first
principal component were consistent across preparations, we
marked the positions (Fig. 3B, shaded regions) corresponding to
the two largest positive peaks of -(PC1) and performed a visual
inspection of average waveforms recorded from each preparation
in these regions. This inspection confirmed that the values of
waveform points within these regions were indeed increasing
when the period was increased.

Figure 3, C and D, shows an example of changes in the LP
waveform as the cycle period was changed from 525 to 1150 msec
in one experiment. The parts of the waveforms shown in Figure 3,
C and D, corresponded to the shaded regions in B. As the cycle
period was increased, the LP waveform began to peak at an earlier
phase and, as a result, the trough-to-peak slope of the waveform
became steeper in phase (Fig. 3C). Moreover, a second smaller
peak started to appear in the waveform (Fig. 3D). This shift of the
peak and the change in the slope was seen in all 14 preparations.
Most preparations (9 of 14) developed a clear second peak when
the period was increased.

The first PC also suggested that other features of the waveform
such as duty cycle (defined as the width of the waveform at half
amplitude) might decrease slightly and burst width (the width of
the burst of action potentials as approximated by the width of the
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waveform at 75% amplitude) might not
change as much as the waveform period is
changed. This followed from the observa-
tion that the decrease in the values of
waveform points as suggested by the large
valley (near phase 0.4) of —(PC1) would act
to decrease the duty cycle slightly and thus
keep the burst width constant.

The second PC accounted for 16.9% of
the variance in the waveforms and showed
very little correlation with period (r =
0.163; n = 275; p < 0.00667; data not
shown), reflecting the fact that LP wave-
forms can differ greatly across prepara-
tions even when their periods are the same.

To further confirm that these changes
were consistent across preparations and to
quantify the patterns of change, several pa-
rameters that described the above changes
were plotted against the cycle frequency
and the cycle period for all average wave-
forms (n = 275) obtained from 14 differ-
ent preparations (Figs. 4, 5). To see
whether the parameters describing the LP
waveform correlated with period with
constant phase (such as the peak of a sine
wave) or constant time delay (such as the
peak of an action potential in a tonically
spiking neuron), we measured all parame-
ters both in phase and in time. Parameters
measured in phase were plotted against the
cycle frequency (Figs. 44, 5, left panels),
and parameters measured in time were
plotted against the cycle period (Figs. 4B,
5, right panels). This representation would
show parameters with a constant time de-
lay to be plotted as a line (passing through
the origin) in a phase-representation plot
and parameters with a constant phase to
be plotted as a line (passing through the
origin) in a time-representation plot
(Hooper, 1997a). The shift of the wave-
form peak was measured as the phase or
time from the half-amplitude point of
the waveform to the initial peak. We
chose the half-amplitude point instead
of the minimum point of the waveform
because some waveforms had several
troughs and it was not easy to identify a
single clear minimum point. The change
in the trough-to-peak slope was mea-
sured as the phase or time it took for the
waveform to rise from 25 to 75% of the
maximum amplitude. Again, we did not
measure from minimum to maximum
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Figure 3. Consistent pattern of change in the LP waveform in response to altering the rhythm period. A, The value of the first
principal component for all average LP waveforms plotted against the period of the waveform. Linear regression fit shows the high
negative correlation between the first PCand the waveform period. 8, An overlay of the mean of all average waveforms (black line)
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waveform. C, Sections of the LP waveforms from one preparation ranging in period from 525 to 1150 msec. The section shown
corresponds to the left shaded box in B. Circles show the waveform peaks. The peaks shifted to earlier phases (top arrow), and the
trough-to-peak slope became steeper in phase (bottom left arrow) as the period became longer. D, Sections of the same wave-
forms shown in C in the region corresponding to the right shaded box in B. A second smaller peak started to appear as the
waveform period became longer (arrow).
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rhythm (n = 14 preparations). B, The peak time of the LP waveform plotted against the period of the pyloric rhythm (n = 14
preparations). Different symbols represent different preparations.

because of the lack of a clear minimum. To quantify the de-
velopment of the second peak in the waveform, we found the
waveform peaks in the part of the waveform between phases
0.5 and 0.8 (Fig. 3D, corresponding shaded area in B). This
range was chosen because the second peak always appeared in
this range, whereas the first peak never occurred in this range.
We also quantified parameters corresponding to duty cycle
and burst width. Note that we used the width of the waveform

at 75% amplitude to represent the burst width. These param-
eters were chosen because they are believed to be important
for graded synaptic transmission and the overall activity of the
pyloric circuit.

An initial comparison of the parameters describing peak (Fig.
4) and initial slope (data not shown) with cycle frequency and
cycle period showed that there was some variability in the value of
these parameters across preparations even for the same frequency
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Figure 5 shows the sensitivity of the pa-
rameters describing the LP waveforms to
changes in the cycle frequency or period
when they are measured in phase (left pan-
els) and in time (right panels). Both the
normalized change of peak phase and the
initial slope (rise) phase showed a tight
positive correlation with the normalized
change in frequency (Fig. 5A, B, left pan-

els) (r = 0.960 for peak phase; r = 0.936 for
slope; n = 275; p < 0.0001 for both cases).
These positive correlations confirmed the
previous observation that the waveform
peak shifted to earlier phases and the initial
slope became steeper in all preparations
when the cycle period became longer (cy-
cle frequency became smaller), despite dif-
ferences in the shape of the waveforms.
Moreover, for each parameter, these

changes happened at a similar rate across
preparations.

When the effect of increasing the cycle
period on the peak and initial slope of the
waveform was measured in time rather
than phase, the trend was in the opposite
direction. As cycle period increased, the
waveform peak time was delayed and the
initial slope (not normalized by period)
became less steep. This could be seen as a

(weak) positive correlation between both
the normalized change in peak time and
slope time and the normalized change in
period (Fig. 5A, B, right panels) (r = 0.429
for peak time; r = 0.350 for slope time; n =
275; p < 0.0001 for both cases). Linear re-
gression analysis showed that for these two
parameters, normalized change in the pa-
rameters in response to the normalized
change in period was much smaller when
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Figure5. Normalized changein the parameters plotted against the normalized change in the pyloric frequency (period). In the

left panels of A—D, parameters were measured in phase and plotted against the rhythm frequency. In the right panels, the same
parameters were measured in time and plotted against the rhythm period of the pyloric rhythm. The insets of waveforms and
arrows in the left panels show the part of the waveform each parameter describes. Linear regression fits are also shown. Param-
eters shown are the waveform peak (A), initial waveform slope (B), waveform duty cycle (), and waveform burst width (D).

(or period). Interestingly, despite the variability in the actual
value of the parameters, it seemed that each parameter from dif-
ferent preparations always changed with a similar trend when the
period was changed (Fig. 4). Therefore, instead of comparing the
actual parameter values with cycle period, we examined the “sen-
sitivity” of the parameter (X) to changes in frequency f (or period
P) (Olsenetal., 1995; Nadim et al., 1998). That s, if the parameter
has a value of X, at the control frequency f., (or the control
period P_,), we measured the fraction of change in the parameter
(AX/X.y) when the cycle frequency (or period) is changed by a
given fraction (Af/f., or AP/P_;). This method of analysis mea-
sures the correlation between variations in the parameter (AX/
X.y) and variations in frequency (Af/f.,) or period (AP/P,), as
opposed to the correlation between the actual value of the param-
eter (X) and the actual frequency ( f) or period (P).

the parameters were measured in time
(Fig. 5A, B, right panels) (slopes of 0.0575
and 0.140, respectively), compared with
when they were measured in phase (Fig.
5A,B, left panels) (slopes of 0.890 and
0.872, respectively). These results suggest
that when the cycle period is changed, the
waveform peak position and the waveform
slope followed with more of a constant
time delay rather than constant phase. Note that the increase
in phase with increasing frequency shown in Figures 4A and
5A is not contradictory with previous work showing that the
LP neuron phase is constant when measured versus the PD
neuron burst onset (Hooper, 1997a; Weaver and Hooper,
2003b) because, here, phase is instead being defined relative to
the midpoint of the LP neuron rebound depolarization and
not relative to the PD neuron.

In contrast to the peak phase and the slope phase of the wave-
form, the normalized change in duty cycle (as quantified by the
waveform half-width) showed only a weak correlation with the
normalized change in cycle frequency (Fig. 5C, left panel) (r =
0.396; n = 275; p < 0.0001). The correlation between the burst
width phase (as quantified by the waveform width at 75% ampli-
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tude) and the normalized change in cycle
frequency was even weaker (Fig. 5D, left
panel) (r = —0.101; n = 275; p < 0.095). LP
In contrast, when these features were mea-
sured in time, we saw a very high correla-
tion between the normalized change in the
parameters and the normalized change in
cycle period (Fig. 5C,D, right panels) (r =
0.885 for duty cycle time; r = 0.882 for PD
burst width time; n = 275; p < 0.0001 in
both cases). Moreover, linear regression
analysis showed that for these two param-
eters, changes were much larger when the
parameter was measured in time (Fig.
5C,D, right panels) (slopes of 0.678 and
0.935, respectively) than when it was mea-
sured in phase (Fig. 5C,D, left panels)
(slopes 0f 0.257 and —0.011, respectively).
Thus, unlike the peak and the slope of the
waveform, these parameters changed in a
more phase-constant and less time-
constant manner when the cycle period
was changed.

PD ;& :/% LP: 10 mV
PD: 5 mV

200 ms
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tion between the amplitude of the second
peak and the waveform period (r = 0.611;
n = 275; p < 0.001; data not shown).
However, because in some preparations
the waveform did not develop a clear sec-
ond peak, we did not use the sensitivity
measurement to cycle period changes for
the second peak amplitude.

Figure 6.

How are the PSPs in the PD neuron affected in response to the
changes in the LP waveform?

Graded synapses are known to show different responses depend-
ing on the shape of the membrane potential waveform of the
presynaptic neuron (Olsen and Calabrese, 1996; Manor et al.,
1997; Simmons, 2002). Thus, after characterizing how the LP
waveform changes in response to changing the cycle period, we
investigated how the changes in the LP waveform affected the
properties of the LP to PD synapse.

For measuring the PSP in PD neurons, we abolished the on-
going rhythmic activity with bath application of TTX (see
Materials and Methods). We then voltage clamped the presyn-
aptic LP neuron,played back the various LP voltage waveforms
(corresponding to different rhythm periods) in a rhythmic man-
ner, and recorded the postsynaptic potentials in the PD neurons.
Because the LP waveforms differed across preparations but
changed with cycle period in a consistent manner, we used only
representative waveforms recorded from one preparation. A set

The PSPs in the PD neuron peaks earlier in phase and becomes larger in amplitude as the LP waveform becomes
longer. A, A trace of the LP neuron voltage clamped with a realistic LP waveform (arrow at —60 mV) and the PSPs recorded from
the PD neuron (arrow at —55 mV). B, Top, Five LP waveforms with different periods used to activate the synapse. Bottom,
Examples of the PSPsin the PD neuron at the tenth cycle (A, blue arrow). C, The PD neuron PSPs shown in B normalized in time. D,
The amplitude of the PD neuron PSP in response to the first cycle of the LP waveform (red; see red arrow in A) and at steady state
(blue; average of the last three cycles) plotted against the waveform period. £, The peak phase of the PD neuron PSP in response
to the first cycle of the LP waveform (red) and at steady state (blue).

of five realistic unitary waveforms corresponding to different py-
loric periods was constructed by recording LP voltage traces at
different cycle periods, dividing the voltage traces into individual
cycles, and low-pass filtering each waveform at 10 Hz (see Mate-
rials and Methods) (Fig. 2A). Ten repetitions of these unitary
waveforms (with a 30 mV trough-to-peak amplitude) were
played back into the voltage-clamped LP neuron.

Figure 6 A shows an example of voltage traces of the LP and PD
neurons during the activation of the synapse with 10 repetitions
of a realistic waveform corresponding to the cycle period of 550
msec. The top trace shows the voltage-clamped LP neuron, and
the lower trace shows the response in the PD neuron. The PSPs in
response to the second and subsequent applications of the uni-
tary waveform were smaller than the first PSP, indicating that this
synapse shows short-term depression, as shown previously
(Manor et al., 1997). The depression of PSP was seen in response
to all five waveforms tested, with periods ranging from 550 to
1350 msec (repeated measures two-way ANOVA effect of repeti-
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tion on amplitude; p < 0.0001). However, the number of cycles
needed for the response to reach stable amplitude (steady state)
was different for each applied period (repeated measures two-
way ANOVA interaction effect between the repetition and the
waveform type; p < 0.0001). Post hoc analysis showed that the
amplitude of the PSP stabilized after the sixth cycle for all wave-
forms (Tukey-Kramer adjusted; p > 0.05 after the sixth cycle).
Because the pyloric rhythm is normally spontaneously active
both in vivo and in vitro, the synapse should be at its stationary
amplitude most of the time, except when the pyloric cycle period
is somehow perturbed. We therefore compared the amplitude
and the timing of only the steady state PSP in response to differ-
ent waveforms. We defined the steady state PSP as the average of
the PSP in response to the last three cycles of the synapse
activation.

Figure 6 B shows five superimposed waveforms with different
periods (550, 750, 950, 1150, and 1350 msec) used to activate the
synapse together with the steady state PSP recorded in the PD
neuron in response to these waveforms. Note that the longer-
period waveforms caused larger-amplitude IPSPs. Furthermore,
normalizing the PSP to the cycle period showed that the PSP peak
(calculated from the beginning of the LP waveform) shifted to an
earlier phase as the waveform period became longer (Fig. 6C).

Figure 6D shows the average amplitude of PSPs recorded
from seven preparations in response to the activation of the syn-
apse by the five LP waveforms (mean = SEM). We found that
although the PSP amplitude in response to the first cycle of the
waveform did not depend much on the cycle period of the applied
waveform, the steady-state PSP amplitude significantly increased
when longer-period LP waveforms were used to activate the syn-
apse (two-way repeated measures ANOVA interaction effect be-
tween waveform period and first cycle or steady state, p < 0.0001;
main effect of the waveform period, p < 0.0001; main effect of the
cycle, p < 0.0001). These results suggested that the increase in
amplitude of the steady-state PSP with increased cycle period was
mostly attributable to recovery from depression of the PSP when
longer waveforms were used to activate the synapse.

Figure 6 E shows the peak phases of the PSPs (as in Fig. 6C)
recorded from seven preparations in response to the activation of
the synapse by the five different waveforms (mean = SEM). For
both the first cycle PSP and the steady-state PSP, the peak phase
advanced significantly as the LP waveform became longer (re-
peated measures two-way ANOVA; p < 0.0001, for the effect of
the waveform period on the peak phase). However, there was also
a significant interaction between the waveform period effect and
the first cycle or steady-state effect on the peak phase of the PSP
(repeated measures two-way ANOVA; p < 0.0047). Thus, al-
though it was unclear whether the shift in the peak phase was
entirely caused by the change of the waveform shape at different
periods or also caused by the dynamics of synaptic depression,
because the shift was present in the first cycle, it seemed to be
determined mostly by the shift in the peak phase of the waveform.

The effect of change in the PSP in the PD neuron on pyloric
rhythm period

Thus far, we showed that the steady-state PSP in the PD neuron
became larger in amplitude and earlier in phase as the period of
the LP waveform used to activate the synapse became longer. In
the next step, we examined how these changes in the PSP might in
turn affect the pyloric period. Together, these steps followed the
effects of changing the rhythm period from the AB-PD neurons
to the LP neurons and back around the reciprocally inhibitory
loop. To study the effects of the phase and amplitude of the PSP
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Figure 7.  The earlier phase peak and larger amplitude of the PD neuron PSP work to de-

crease the pyloric rhythm period. A, The schematic for the artificial dynamic-clamp synapse
experiment. The LP neuron was hyperpolarized to remove the biological LP to PD synaptic
current. The artificial synaptic current was calculated using a computer on the basis of preset
parameters of the PD neuron membrane potential. The calculated current was injected into
both PD neurons through intracellular electrodes. B, An example of the voltage traces of the PD
neuron in control (Ctrl.; no injection) and in response to the artificial LP to PD synapse activated
at different phases of the oscillation cycle. Vertical dotted lines indicate the beginning of the
bursts of the control trace. , The phase change in the PD neuron [(Pyying injection — Peu)/Peel 1S
shown in response to the activation of the artificial synapse with different strengths and at
different phases of the cycle. Increasing the artificial synaptic conductance injected at an early
phase increased the extent of the phase change in the PD neuron. For clarity, only negative error
bars are shown. D, An earlier peak of the artificial synaptic conductance (peak at 0, 100, and 200
msec in each cycle) also increased the extent of the phase change in the PD neuron. For clarity,
only negative error bars are shown.

on the pyloric period, we used the dynamic-clamp technique to
apply an artificial LP to PD synapse into the PD neuron at differ-
ent phases of the pyloric rhythm and with different strengths (Fig.
7A) (see Materials and Methods). These experiments were per-
formed during an ongoing pyloric rhythm in which the biological
LP to PD synapse was removed by hyperpolarizing the LP neu-
ron. The artificial synaptic currents were injected into both PD
neurons simultaneously. In each cycle of the PD neuron oscilla-
tion, a synaptic conductance of fixed duration and amplitude was
applied to the PD neurons. The shape of this conductance was
triangular (ramp), approximating the shape of the PSP recorded
in the PD neuron (Fig. 6 B). The triangular synaptic conductance
was applied with various peak times to mimic the change in the
peak time of the biological synapse (Fig. 6 B).

Figure 7B shows an example of the voltage trace of the PD
neuron when a 200 msec triangular artificial synapse (peaking at
100 msec) was applied at four different phases of the PD neuron.
The advantage of the triangular shape is that it allows for four
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parameters that could be changed independently. These param-
eters are duration, amplitude, phase (with reference to PD), and
peak time. We varied the phase of the artificial synapse in a range
similar to that of the PD neuron PSP phase in response to the LP
waveform activation. The duration was kept constant at 200
msec, similar to that of the PD neuron PSP, and the conductance
amplitudes were chosen empirically to produce an IPSP in the PD
neuron that was comparable in size with that of the biological LP
to PD synapse. The peak time was changed from zero to midpoint
to maximum duration of the synapse.

The activation of the synapse at an early phase shortened the
rhythm period compared with the control period. As the activa-
tion phase of the synapse was increased, the cycle period became
longer such that at phase 0.5, the activation of the synapse in-
creased the period compared with the control period (Fig. 7,
dotted vertical lines). Figure 7C shows the summary of the aver-
age phase change (mean = o3 n = 7 preparations) in response to
the activation of the artificial synapse with different strengths
(0.5, 1.0, and 2.0 nS) and phases (0.2, 0.3, 0.4, 0.5). The change in
the period (P) is shown as a phase change in the PD neuron
(P, wiecion P_.)/Py. Although the amount of phase change
varied across preparations, in all preparations, the synapse in-
jected at an earlier phase shortened the cycle period, and increas-
ing the synaptic strength enhanced this effect (repeated measures
two-way ANOVA; main effect of the phase, p < 0.0001, and the
strength, p < 0.0008). The interaction between phase and
strength was also statistically significant (repeated measures two-
way ANOVA, p < 0.0002), suggesting that the increase in the
synaptic strength had a larger effect on the rhythm period when
the synapse was activated at an earlier phase.

Figure 7D shows the average phase change in response to the
artificial synapse with different peak times (0, 100, and 200 msec)
injected at four phases (0.2, 0.3, 0.4, and 0.5; mean = o3 n = 6
preparations). The phase change was consistently more negative
when the synapse peaked earlier in time (repeated measures two-
way ANOVA; main effect of the peak time, p < 0.0038; interac-
tion between the peak time and the phase not statistically signif-
icant, p > 0.11). These data suggest that the peak time of the
synapse can be important in determining its effect on the rhythm
period.

Summary of results
This study was done in three sets of experiments. First, we showed
that the membrane potential waveform of the LP neuron changed
according to a consistent pattern in response to altering the py-
loric period. Notable changes included a shift of the initial peak to
earlier phases, an increase in the initial slope in phase, and a
second smaller peak appearing as the rhythm period became
longer. In the second set of experiments, we showed that these
changes affect the dynamics of the LP to PD synapse by causing
the PSP in the PD neuron to peak earlier in phase and become
larger in amplitude. Finally, using an artificial LP to PD synapse,
we showed that PSPs occurring at an earlier phase can speed up
the rhythm, and larger PSPs can also strengthen this trend.
These results suggest that the LP to PD synapse dynamically
changes its properties to provide a negative feedback that tends to
stabilize the rhythm period, at least when the period is increased.
The effect of this negative feedback loop is best described in re-
sponse to a perturbation that increases the rhythm period.
Whenever the period of the rhythm is increased, the shape of the
LP waveform changes in a consistent manner. The change in the
shape of the LP waveform causes a change in the amplitude and
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peak time of the LP to PD synapse, providing a feedback that
opposes the initial change in period.

Discussion

We used the lobster pyloric network to investigate the dynamic
interaction between two oscillatory neurons, a pacemaker and a
follower, connected with reciprocally inhibitory synapses. These
experiments indicated that interactions between pacemaker and
follower neurons dynamically respond to changes in the rhythm
period and thus provide a negative feedback mechanism, which
could work to stabilize the rhythm period if the period is altered.

Possible mechanisms underlying changes in the LP waveform
The pyloric rhythm can maintain its pattern over a wide range of
frequencies (Hooper, 1997a). Various mechanisms have been
suggested to play a role in phase maintenance of the burst onset
(or termination) of some pyloric neurons measured in reference
to the pyloric pacemakers (Harris-Warrick et al., 1995; Hooper et
al., 2002; Manor et al., 2003; Nadim et al., 2003). Of the LP neu-
ron waveform parameters measured in the current study, the
peak time and rise slope are most likely attributable to intrinsic
properties of the LP neuron. These parameters determine the
burst latency of the LP neuron (in reference to AB-PD). Because
neither of these parameters (in time units) changed with period,
the phase maintenance of the LP neuron burst onset relative to
the PD neuron as observed in the intact network (Hooper, 1997a;
Weaver and Hooper, 2003b) is most likely attributable to synap-
tic effects (e.g., longer PD—AB neuron bursts and possible
changes in the duration of the inhibition they induce in the LP
neuron as cycle period increases). This is in contrast to the pyloric
constrictor (PY) neurons, which change their waveform to depo-
larize more rapidly and thus recover from inhibition more
quickly as a partial mechanism to maintain their phase in the
pyloric pattern as cycle period decreases (Hooper, 1998). In con-
trast, the LP burst width remains almost constant in phase. One
mechanism that may control the LP burst width is the inhibitory
synaptic input from the PY neurons that act to terminate the LP
burst. In fact, previous studies have shown that the PY burst
phase relative to the LP burst is kept almost constant over a wide
range of pyloric periods (Hooper, 1997a,b). This mechanism is
also consistent with the results of a previous study in which we
showed that the LP to PY synapse might help maintain a constant
phase difference between these two neurons (Mamiya et al.,
2003). Thus, the changes in the timing of both the onset and the
end of the LP neuron activity necessary to maintain phase are
apparently caused by varying synaptic input and not to changes
in LP neuron intrinsic properties.

The effect of changes in the LP waveform on the PSP in the
PD neuron
The amplitude of the PSP in the PD neuron in response to the
first cycle of the LP waveform was similar for all waveform peri-
ods. Several studies have shown that the slope of presynaptic
membrane potential plays an important role in determining the
amplitude of graded synapses (Olsen and Calabrese, 1996; Manor
etal., 1997; Simmons, 2002). Thus, it is not surprising that the LP
waveforms, which have similar slopes (measured in time), pro-
duce similar PSP amplitudes. In contrast, the amplitude of the
steady-state PSPs became larger as the period was increased. This
suggests that the shape and period of the presynaptic waveform
influenced the amount of synaptic depression and, overall, longer
LP waveforms allowed better recovery of the synapse.

In contrast to amplitude, the peak phase of the PD neuron
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PSPs varied greatly in response to LP waveforms with different
periods, even in the first cycle. This variation seemed to be mostly
because of the large difference in the peak phase of the LP wave-
forms at different periods. The peak phase of the PSP in response
to each type of LP waveform changed only slightly between the
initial cycle and the steady state. Thus, the influence of synaptic
depression on the peak phase of the PSP was small compared with
the large difference in the peak phase of different LP waveforms.

The effect of changes in the PD neuron PSP on the

rhythm period

To examine the effect of the LP to PD synapse on the pyloric
period, we used artificial synaptic inputs with a simplified trian-
gular (ramp) conductance in each cycle. The tendency of the
synapse activated at an earlier phase was to shorten the period,
and this tendency was consistent for all peak times and ampli-
tudes, although the synapse with an early peak time or larger
amplitude was more effective in reducing the period. A previous
study of the phase response curve of PD neurons in the lobster
Homarus americanus also showed similar results (Prinz et al.,
2003). The unexpected shortening of the rhythm period by an
inhibitory synapse is probably attributable to both the early ter-
mination of the PD burst by the synapse and the activation of an
inward current by the inhibitory synapse resulting in a faster
postinhibitory rebound. However, other mechanisms cannot be
ruled out without additional experiments. Within the range of
conductances tested, the effect on the rhythm period was larger
with a larger conductance. This contrasts with the results of Prinz
et al. (2003) that the effect of increasing synaptic conductance
saturates. However, the difference is most likely attributable to
the range of conductance tested. The IPSPs produced by our
artificial synapse were in the range of 0.5-5 mV, comparable with
the IPSPs observed for the biological synapse under control con-
ditions. It is possible that the saturation effect seen by Prinz et al.
(2003) is applicable for a much stronger synapse, which may
occur under certain modulatory conditions (Johnson and
Harris-Warrick, 1990, 1997).

One way of examining our hypothesis that the LP to PD syn-
apse acts to reduce the pyloric cycle period when the period is
increased is to eliminate the synapse. In a previous study, a set of
experiments was done that functionally removed the LP to PD
synapse (Weaver and Hooper, 2003a). This study suggested that
the LP to PD synapse always acts to increase the pyloric cycle
period. However, these results may be confounded by the fact
that the LP neuron also has a synapse to another pyloric neuron
(VD), which might affect the pyloric period through its electrical
coupling to the pacemakers (Weaver and Hooper, 2003a). In-
deed, our preliminary results show that when the VD neuron is
inactivated, the removal of the LP to PD synapse can slow the
rhythm period. Additional experiments are needed to confirm
this effect.

It is also important to note that there is range of phase values
(0.4—0.5) in which the changes in strength (within the range
tested) or phase of the artificial synapse has a limited effect on the
pyloric cycle period. This insensitive range might help provide
local flexibility to the pyloric rhythm while maintaining overall
stability of the rhythm. For example, if the pyloric period is
within this range, the pacemaker group can vary the cycle period
readily without any effect from the feedback synapse. Only when
the period becomes too long or too short the feedback synapse
works to oppose the change and stabilize the period. Interest-
ingly, this negative feedback would also work to bring the LP
neuron burst phase (relative to the pacemakers) to the insensitive
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range, thus providing overall stability of the LP neuron burst. The
coexistence of local flexibility and overall stability might be im-
portant for the proper operation of the pyloric circuit, which is
known to produce various types of patterns with various periods.

Summary

Recent computational studies have suggested that oscillatory
neurons connected with reciprocally inhibitory depressing syn-
apses should show bistability (Nadim et al., 1999; Manor and
Nadim, 2001). The two stable oscillations are a fast rhythm in
which the synapses are maximally depressed and a slower rhythm
in which they are maximally recovered from depression. The
network could switch from one state to another in response to a
brief perturbation of period. However, such bistability has not
been observed in the biological pyloric network, and results from
the present study suggest that the positive feedback loop neces-
sary for the bistability may not exist. The change in the waveform
shape and the resulting change in the shape and amplitude of the
PSP act to provide a negative rather than a positive feedback and
help maintain the rhythm period in a stable state. However, note
that our results do not completely rule out the possibility of
bistability.

It would be interesting to see whether other oscillatory net-
works involving reciprocal inhibition have similar compensatory
mechanisms that act to stabilize the rhythm period. It is also
important to explore the possibility that different neuromodula-
tors might modify this stabilization mechanism to control the
period more effectively. For example, under certain modulatory
conditions, the negative feedback might be removed or adjusted
to allow for an increase or decrease in the rhythm period. Such
modulatory mechanisms would allow a more gradual and flexible
control of the rhythm produced by the network.

References

Brody DL, Yue DT (2000) Relief of G-protein inhibition of calcium chan-
nels and short-term synaptic facilitation in cultured hippocampal neu-
rons. ] Neurosci 20:889—-898.

Freund TF, Buzsaki G (1996) Interneurons of the hippocampus. Hip-
pocampus 6:347—470.

Glaser EM, Ruchkin DS (1976) Principles of neurobiological signal analysis.
New York: Academic.

Graubard K (1978) Synaptic transmission without action potentials: input-
output properties of a nonspiking presynaptic neuron. J Neurophysiol
41:1014-1025.

Harris-Warrick RM, Coniglio LM, Levini RM, Gueron S, Guckenheimer J
(1995) Dopamine modulation of two subthreshold currents produces
phase shifts in activity of an identified motoneuron. J Neurophysiol
74:1404-1420.

Hooper SL (1997a) Phase maintenance in the pyloric pattern of the lobster
(Panulirus interruptus) stomatogastric ganglion. ] Comput Neurosci
4:191-205.

Hooper SL (1997b) The pyloric pattern of the lobster (Panulirus interrup-
tus) stomatogastric ganglion comprises two phase-maintaining subsets.
J Comput Neurosci 4:207-219.

Hooper SL (1998) Transduction of temporal patterns by single neurons.
Nat Neurosci 1:720-726.

Hooper SL, Buchman E, Hobbs KH (2002) A computational role for slow
conductances: single-neuron models that measure duration. Nat Neuro-
sci 5:552-556.

Johnson BR, Harris-Warrick RM (1990) Aminergic modulation of graded
synaptic transmission in the lobster stomatogastric ganglion. ] Neurosci
10:2066-2076.

Johnson BR, Harris-Warrick RM (1997) Amine modulation of glutamate
responses from pyloric motor neurons in lobster stomatogastric ganglion.
J Neurophysiol 78:3210-3221.

Kisvarday ZF, Beaulieu C, Eysel UT (1993) Network of GABAergic large
basket cells in cat visual cortex (area 18): implication for lateral disinhi-
bition. ] Comp Neurol 327:398—-415.



5150 - J. Neurosci., June 2, 2004 - 24(22):5140-5150

Lewis JE, Maler L (2002) Dynamics of electrosensory feedback: short-term
plasticity and inhibition in a parallel fiber pathway. ] Neurophysiol
88:1695-1706.

Mamiya A, Manor Y, Nadim F (2003) Short-term dynamics of a mixed
chemical and electrical synapse in a rhythmic network. J Neurosci
23:9557-9564.

Manor Y, Nadim F (2001) Synaptic depression mediates bistability in neu-
ronal networks with recurrent inhibitory connectivity. J Neurosci
21:9460-9470.

Manor Y, Nadim F, Abbott LF, Marder E (1997) Temporal dynamics of
graded synaptic transmission in the lobster stomatogastric ganglion.
J Neurosci 17:5610-5621.

Manor Y, Bose A, Booth V, Nadim F (2003) The contribution of synaptic
depression to phase maintenance in a model rhythmic network.
J Neurophysiol.

Marder E, Calabrese RL (1996) Principles of rhythmic motor pattern gen-
eration. Physiol Rev 76:687-717.

Nadim F, Manor Y, Nusbaum MP, Marder E (1998) Frequency regulation
of a slow rhythm by a fast periodic input. ] Neurosci 18:5053-5067.

Nadim F, Manor Y, Kopell N, Marder E (1999) Synaptic depression creates
a switch that controls the frequency of an oscillatory circuit. Proc Natl
Acad Sci USA 96:8206—8211.

Nadim F, Booth V, Bose A, Manor Y (2003) Short-term synaptic dynamics
promote phase maintenance in multi-phasic rhythms. Neurocomput
52-54:79-87.

Olsen @OH, Calabrese RL (1996) Activation of intrinsic and synaptic cur-
rents in leech heart interneurons by realistic waveforms. ] Neurosci
16:4958-4970.

Olsen @H, Nadim F, Calabrese RL (1995) Modeling the leech heartbeat
elemental oscillator. II. Exploring the parameter space. ] Comput Neuro-
sci 2:237-257.

Mamiya and Nadim  Interaction of Reciprocally Inhibitory Neurons

Prinz AA, Thirumalai V, Marder E (2003) The functional consequences of
changes in the strength and duration of synaptic inputs to oscillatory
neurons. ] Neurosci 23:943-954.

Rabbah PM, Atamturktur S, Nadim F (2002) Distinct synaptic dynamics by
the pacemaker neurons of a rhythmic neuronal network. Soc Neurosci
Abstr 28:752.5.

Raper JA (1979) Nonimpulse-mediated synaptic transmission during the
generation of a cyclic motor program. Science 205:304—306.

Selverston Al Russell DF, Miller JP (1976) The stomatogastric nervous sys-
tem: structure and function of a small neural network. Prog Neurobiol
7:215-290.

Sharp AA, O’Neil MB, Abbott LF, Marder E (1993) The dynamic clamp: artifi-
cial conductances in biological neurons. Trends Neurosci 16:389-394.

Simmons P (2002) Presynaptic depolarization rate controls transmission at
an invertebrate synapse. Neuron 35:749—758.

Skinner FK, Kopell N, Marder E (1994) Mechanisms for oscillation and
frequency control in reciprocal inhibitory model neural networks. ] Com-
put Neurosci 1:69—87.

Taylor AL, Cottrell GW, Kristan Jr WB (2002) Analysis of oscillations in a
reciprocally inhibitory network with synaptic depression. Neural Comput
14:561-581.

Van Vreeswijk C, Abbott LF, Ermentrout GB (1994) When inhibition not
excitation synchronizes neural firing. ] Comput Neurosci 1:313-321.
Wang X-J, Rinzel ] (1992) Alternating and synchronous rhythms in recip-

rocally inhibitory model neurons. Neural Comp 4:84-97.

Weaver AL, Hooper SL (2003a) Follower neurons in lobster (Panulirus in-
terruptus) pyloric network regulate pacemaker period in complementary
ways. ] Neurophysiol 89:1327-1338.

Weaver AL, Hooper SL (2003b) Relating network synaptic connectivity and
network activity in the lobster (Panulirus interruptus) pyloric network.
J Neurophysiol 90:2378 -2386.



