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Thalamocortical conduction times are short, but layer 6 corticothalamic axons display an enormous range of conduction times, some
exceeding 40 –50 ms. Here, we investigate (1) how axonal conduction times of corticogeniculate (CG) neurons are related to the visual
information conveyed to the thalamus, and (2) how alert versus nonalert awake brain states affect visual processing across the spectrum
of CG conduction times. In awake female Dutch-Belted rabbits, we found 58% of CG neurons to be visually responsive, and 42% to be
unresponsive. All responsive CG neurons had simple, orientation-selective receptive fields, and generated sustained responses to sta-
tionary stimuli. CG axonal conduction times were strongly related to modulated firing rates (F1 values) generated by drifting grating
stimuli, and their associated interspike interval distributions, suggesting a continuum of visual responsiveness spanning the spectrum of
axonal conduction times. CG conduction times were also significantly related to visual response latency, contrast sensitivity (C-50
values), directional selectivity, and optimal stimulus velocity. Increasing alertness did not cause visually unresponsive CG neurons to
become responsive and did not change the response linearity (F1/F0 ratios) of visually responsive CG neurons. However, for visually
responsive CG neurons, increased alertness nearly doubled the modulated response amplitude to optimal visual stimulation (F1 values),
significantly shortened response latency, and dramatically increased response reliability. These effects of alertness were uniform across
the broad spectrum of CG axonal conduction times.
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Introduction
Neurons of the LGN send a dense projection to layer 4 (L4), and
a significant, but lesser projection to layer 6 (L6) of primary visual
cortex (V1). In return, a subset of L6 neurons provides descend-

ing feedback to the LGN, providing excitatory glutamatergic
synapses directly onto thalamic relay neurons, and disynaptic
inhibition via the thalamic reticular nucleus (Alitto and Usrey,
2003). Notably, whereas the feedforward geniculocortical axonal
conduction times are consistently very short, generally from �1
to a few milliseconds (Alonso et al., 2001; Briggs and Usrey, 2005;
Stoelzel et al., 2008; Cleland et al., 1971; Swadlow and Weyand,
1985), conduction times along feedback CG axons cover an exceed-
ingly broad spectrum, from very short (�2 ms) to extremely long
(up to 40–50 ms) (Tsumoto and Suda, 1980; Ferster and Lindstrom,
1983; Swadlow and Weyand, 1987; Briggs and Usrey, 2009). A sim-
ilar diversity of L6 corticothalamic conduction times is seen in
motor cortex of cats and rabbits (Beloozerova et al., 2003; Sirota
et al., 2005), and in somatosensory cortex of rabbits (Swadlow,
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Significance Statement

Corticothalamic neurons of layer 6 send a dense feedback projection to thalamic nuclei that provide input to sensory neocortex.
While sensory information reaches the cortex after brief thalamocortical axonal delays, corticothalamic axons can exhibit con-
duction delays of �2 ms to 40 –50 ms. Here, in the corticogeniculate visual system of awake rabbits, we investigate the functional
significance of this axonal diversity, and the effects of shifting alert/nonalert brain states on corticogeniculate processing. We
show that axonal conduction times are strongly related to multiple visual response properties, suggesting a continuum of visual
responsiveness spanning the spectrum of corticogeniculate axonal conduction times. We also show that transitions between
awake brain states powerfully affect corticogeniculate processing, in some ways more strongly than in layer 4.
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1989, 1990, 1991) and rats (Kwegyir-Afful and Simons, 2009).
Here we examine, in awake rabbits, the functional significance of
this extreme diversity in corticogeniculate conduction times.

We found 58% of CG neurons to be visually responsive, and
42% to be unresponsive, despite being tested in both alert and
nonalert states. While the axonal conduction times of the unrespon-
sive neurons were significantly longer than those of the visually
responsive neurons, the distributions overlapped considerably. Vi-
sually responsive CG neurons had a seemingly homogeneous
receptive field (RF) organization, showing simple, orientation-
selective RFs, a linear response to drifting grating stimuli (F1/F0
ratios �1), and a sustained response to stationary visual stimuli.
However, the conduction times of CG axons were strongly re-
lated to the visual responsiveness (F1 and F0 values), to their
associated interspike interval distributions, and to other response
properties of the CG neuron (e.g., contrast, velocity, and direc-
tional tuning, visual response latency), despite the apparent ho-
mogeneity of the CG RFs.

We also examine the powerful effects of rapid and frequent
shifts in waking brain state (e.g., Bereshpolova et al., 2011;
Stoelzel et al., 2009; Harris and Thiele, 2011; Lee and Dan, 2012;
Zhuang et al., 2014; McGinley et al., 2015) on CG visual process-
ing. In simple cells of L4, although such shifts between alert and
nonalert states have little or no effect on spontaneous firing or
response linearity (F1/F0 ratios), they do have powerful effects on
response gain (F1 values) and response reliability (Fano factor)
(Zhuang et al., 2014), as they do in LGN neurons (Bezdudnaya et
al., 2006; Cano et al., 2006). As we found in L4 simple cells, we
found little effect of brain state on spontaneous firing rates or
response linearity of CG neurons, and alertness did not cause
visually unresponsive neurons to become responsive. However,
alertness potently enhanced the amplitude of the visual responses
of L6 CG neurons that were visually driven, shortened their visual
response latencies, and dramatically increased their response re-
liability, and did so independently of CG axonal conduction
times.

Materials and Methods
Recordings were obtained from monocular primary visual cortex (V1) of
awake adult female Dutch-Belted rabbits. All experiments were con-
ducted with the approval of the University of Connecticut Animal Care
and Use Committee in accordance with National Institutes of Health
guidelines.

Animal preparation and electrophysiological recording. The general
surgical procedures for chronic recordings have been described re-
cently (Zhuang et al., 2013, 2014) and are reported only briefly here.
Under ketamine-acepromazine anesthesia, 8 stainless-steel screws and a
stainless-steel rod, oriented in a rostrocaudal direction, were installed on
the exposed surface of the skull by acrylic cement. The rod was then used
to rigidly hold the rabbit during the electrode implantation and record-
ing sessions. The space between the wound margin and the acrylic
cement was filled with silicone rubber. Recordings were performed
through a small hole in the skull after at least 10 d of recovery. Extracel-
lular single-unit recordings were obtained from the monocular region of
V1. Single-unit activity for most cells was studied using fine-diameter
(40 �m) quartz-insulated platinum/tungsten electrodes tapered and
sharpened to a fine tip (impedance, 1.5–3 Mohm). A group of seven such
electrodes was chronically implanted in a concentric array (200 �m sep-
aration), with tips initially located just above the dura. Each of these
electrodes was independently controlled by a miniature microdrive
(Swadlow et al., 2005). Multiunit activity from superficial layers of the
superior colliculus was simultaneously recorded by a similar 3-channel
microdrive system. Two stimulating electrodes (parylene-c insulated
platinum/iridium microwire) were implanted in LGN for identification
of cortical neurons. Neurons were antidromically identified using colli-

sion and other methods, following electrical stimulation of the LGN
(Swadlow and Weyand, 1987; Swadlow, 1989, 1998). Collision tests were
used to antidromically identify nearly all (40 of 42) visually responsive
CG neurons. However, due to a lack of spiking activity, only 11 of 33
nonvisually responsive CG neurons were identified using collision. The
remaining neurons were considered to be antidromically activated if they
satisfied each of two ancillary criteria in their responses to electrical stim-
ulation of the LGN: (1) a refractory period of �2.0 ms; and (2) an anti-
dromic latency variability of either �0.1 ms or �1% of the antidromic
latency (whichever is greater) to a test stimulus that followed a prior
antidromic stimulus by 6 –12 ms (Swadlow et al., 1978; Swadlow, 1989,
1998). All electrophysiological activity was acquired using a Plexon data
acquisition system.

Brain state identification. During recordings, no anesthetic agents were
applied, the eyes were open, and subjects were responsive to external
stimuli (e.g., novel sound and gentle touch). Our goal was to record when
subjects were awake, either alert or nonalert, in approximately equal
proportions. In rabbits, wakefulness can be divided into alert and non-
alert states. The alert state is indicated by hippocampal “theta” activity
(5–7 Hz) and cortical desynchrony, and the nonalert state is indicated by
hippocampal high-voltage irregular activity, and more slow-wave activ-
ity in the neocortex (Swadlow and Gusev, 2001; Bezdudnaya et al., 2006;
Cano et al., 2006; Stoelzel et al., 2008, 2009; for discussion of nonalert
state vs sleep states in rabbits, see Bereshpolova et al., 2011; Zhuang et al.,
2013). The hippocampal EEG was segmented by visual inspection into
alert versus nonalert states based on the presence of theta activity (5–7
Hz) or high-voltage, irregular activity, respectively. This segmentation
was aided and verified by fast Fourier transform analysis. Some nonpe-
riodic sensory stimulation (random sounds, tactile stimulation, move-
ments in room) is often required to keep rabbits from transitioning from
the awake, nonalert state to sleep (early signs of which are indicated by
cortical spindle activity), and such stimulation was applied when needed.
In some cases, when rabbits became drowsy during extended recordings,
we provided novel sounds to generate alertness. If they were difficult to
arouse, we let them sleep for a while, and did not collect data during these
periods. For analyses not involving state, we used all of the data, both
alert and nonalert. For state analyses (see Figs. 9D, 1213-14), we seg-
mented the data files into alert and nonalert components (as above) and
used all of such state-segmented data for our analyses.

Identification of L6 CG neurons and estimates of axonal conduction ve-
locity. For most microelectrode penetrations, full-field flash-evoked LFPs
were recorded systematically as the electrode was lowered. We have
shown that the reversal depth of short-latency flash-evoked field poten-
tials (Fig. 1A) in rabbit V1 occurs in L2/L3, and that L4 lies �100 to 500
�m below this reversal point (Stoelzel et al., 2008; Zhuang et al., 2014).
We have also shown (1) that the great majority of retrogradely labeled
corticotectal neurons in rabbit V1 are in L5 (a very few are in L4) (Swad-
low and Weyand, 1981); and (2) that antidromically activated cortico-
tectal neurons in rabbit V1 (48 of 48 studied) are found from 400 to 700
�m below the flash reversal point (Fig. 1B) (Bereshpolova et al., 2007).
Because corticotectal neurons are rare in the deepest 100 �m of L5
(Swadlow and Weyand, 1981) (see Figs. 2C, 6), we can infer from the
above considerations that the border between L5 and L6 lies �800 �m
below the flash reversal point in rabbit V1. Neurons below this depth
were considered to be in L6, and those that were antidromically activated
via LGN stimulation were classified as CG neurons.

In addition to the above depth analysis, which was available for 27 of
the 42 visually responsive CG neurons, and 18 of the 31 visually unre-
sponsive CG neurons that we studied, we also identified what we defined
as the “most superficial CG neuron” in each penetration. This “most
superficial CG neuron” was required to show: (1) an antidromic latency
to LGN stimulation of �5 ms, and (2) a “supernormal” decrease in anti-
dromic latency (Gardner-Medwin, 1972; Swadlow and Waxman, 1975;
Swadlow 1985, 1998) to the second of two electrical stimuli presented to
the LGN at an interval of 6 –12 ms. This testing was used because (1) it
allowed us to identify CG neurons when the flash-evoked reversal depth
was not known, and (2) it provided added evidence that neurons acti-
vated antidromically via LGN stimulation were, indeed, CG neurons,
and not L5 corticotectal neurons activated in passage. These criteria were
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based on differences in the axonal characteristics of L6 versus L5 de-
scending corticofugal axons studied in visual, somatosensory, and motor
cortex of rabbits (below), as well as in somatosensory cortex of the rat
(Beierlein and Connors, 2002; Kelly et al., 2001). Thus, in rabbits, (1)
whereas the great majority of L5 corticofugal neurons have fast-conducting ax-
ons, with antidromic latencies of �3 ms, L6 corticothalamic neurons are
slowly conducting, (2) whereas the great majority of L5 corticotectal
neurons show minimal or no supernormality (Swadlow, 1985, their Fig.
10; Swadlow, 1989), L6 corticofugal neurons show prominent “super-
normal” axonal conduction following prior impulse activity (Swadlow
and Weyand, 1987; Swadlow, 1989, 1990, 1991).

In summary, neurons antidromically activated via stimulation of the
LGN were identified as bona fide CG neurons in one of two ways: either
they were (1) �800 �m below the flashed-evoked reversal point, or (2)
they were at the same depth, or deeper than the “most superficial CG
neuron” in the penetration, as defined above. Notably, in 24 of 28 pene-
trations in which both tests were available, the most superficial CG neu-
ron was found between 800 and 1000 �m beneath the flash-evoked
reversal point. In only 2 cases was it more superficial (720 �m beneath
the reversal point, in both cases).

Estimations of CG axonal conduction velocity were based on estimates
of conduction distance that were divided by the estimated conduction
time. Thus, they represent an average conduction velocity along the
length of axon between the stimulation site (near the terminals in the
LGN) and the soma. Axonal conduction time was approximated by sub-
tracting 0.2 ms from the antidromic latency (to compensate for utiliza-
tion time at the stimulation site and delay of invasion near the soma). We
estimated axonal conduction distance to be 17 mm, based on previous
measures in Dutch-Belted rabbits (Swadlow and Weyand, 1981). It is not

possible to rigorously extrapolate from conduction velocity to myelina-
tion/nonmyelination of the axon. Central axons may gain or lose myelin
along their course, especially near their preterminal branches. It is pos-
sible, however, making conservative assumptions based on the known
morphology and conduction properties of central unmyelinated and
myelinated axons to draw some general guidelines for extrapolating from
conduction velocity measures to questions of myelination. We have pre-
viously done this for callosal axons (Swadlow and Waxman, 1976; Wax-
man and Swadlow, 1976), where we concluded that axons with mean
conduction velocities of �3.4 m/s were very likely to be myelinated along
most of their length, whereas those of �0.8 m/s were very likely to be
nonmyelinated along most of their length (Merrill et al., 1978; Swadlow,
1985; Meeks and Mennerick, 2007; see also Dellal et al., 2012). Although
our main conclusions do not depend upon estimates of myelination/
nonmyelination, we offer them to put the conduction velocity measures
into some perspective.

Visual stimulation and eye movement control. Visual stimulation pro-
tocols were similar to what have been published previously (Zhuang et
al., 2013). All visual stimuli were presented by a CRT monitor (Nec
MultiSync 40 � 30 cm, mean luminance 48 cd/m 2, refresh rate 160 Hz).
First, the cell’s ON-OFF subfields were mapped with sparse noise
stimulation by reverse correlation. Second, the cell’s sustained/transient
property was measured with flashing stationary stimuli, which were op-
timized to elicit the strongest response possible (see below for definition
of sustained index). Third, circular drifting gratings were used to further
measure the cell’s response properties. The cell’s tuning properties were
measured by pseudorandomly varying one of four grating parameters
(orientation, spatial frequency, temporal frequency, or contrast) while
keeping the other three parameters at optimal values. Each presentation
of a particular parameter combination lasted for 3– 8 s with 2 s gaps in
between, and all tested parameter combinations were presented for at
least 100 periods. During testing of visual response properties, the RF
center was constantly tracked by dynamic calculation of RF position
from multiunit recordings in the superior colliculus. Movies of the eye
were also obtained with a high frequency infrared video tracking system
(Arrington Research), and the position of the pupil center was tracked. If
an eye movement occurred during testing, the relation between the RF
center of the cortical cell and the superior colliculus multiunit RF center
was used to dynamically place the stimulus on the cortical RF. Data
within �15 s of eye movements was discarded in offline analysis (Zhuang
et al., 2013).

Latency to flash stimulation. The latency to flash stimulation was mea-
sured from the cell’s response to optimal flashing stimuli, as in Zhuang et
al. (2013, 2014). The poststimulus histogram (PSTH; with bin size equal
to 1 ms) around the onset of the stimuli was generated and smoothed by
applying a sliding boxcar filter with width of 30 ms. Each stimulus frame
was time-stamped, and the stimulus onset time was corrected for the
position of the stimulus on the monitor screen (stimulus presentation
onset is faster in the upper half than lower half of the monitor). Latency
was defined as the time at which the smoothed function first passed 40%
of its maximum value.

Offline data analysis. Spikes from cortical single units were isolated
during the experiment and verified offline by using Plexon cluster anal-
ysis software. All data analysis was then performed with NeuroExplorer
(Nex Technologies) and MATLAB (The MathWorks).

Statistics. Parametric tests were used when groups passed normality
(using Shapiro–Wilk test). In the case of brain state (paired) comparison,
normality was tested on the difference between alert and nonalert mea-
sures. When a dataset failed normality, comparisons were made using the
Wilcoxon signed rank test for paired data and the Mann–Whitney U test
for unpaired data. In figures and text, data are presented as mean � SE,
with p values. The Hartigan Dip Test was used to examine bimodality/
multimodality of distributions.

Spatiotemporal RFs. For each cell, the raw ON and OFF RF matrices
were generated by reverse correlation within a 20 ms time window
around the peak response (Jones and Palmer, 1987). A Gaussian filter was
applied to smooth these matrices. Finally, the processed ON and OFF RF
maps were generated by applying a threshold as 30% of maximum pixel
value. From this map, the position of maximal response and the sign of
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Figure 1. Depth distribution of antidromically identified CG neurons. A, An example of the
flash-evoked field potentials recorded from V1 using a 16-channel silicone probe (vertical spac-
ing, 100 �m). The reversal point for these field potentials is the fifth channel from the top.
Brackets indicate the estimated position of L4. In this penetration, antidromically identified CG
neurons (see Materials and Methods) were recorded on channels 13–15 (800 –1000 �m be-
neath the flash reversal point) with the following antidromic latencies: *a � 20 ms. *b � 3.5
ms and 33 ms. *c � 23 ms. B, The frequency distribution of depths for the first antidromically
identified CG neurons (black bars) in each penetration with respect to the flash reversal point.
The relative depth of antidromically identified corticotectal neurons (green bars, taken from
Bereshpolova et al., 2007), obtained using the same methods, is provided for reference.
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the RF were determined. Cortical simple cells were identified by possess-
ing an RF with one or more spatially separated ON and/or OFF subfields
(as in Zhuang et al., 2013).

The temporal evolution of the RF map was measured by calculating a
series of RF maps, each with a temporal window 20 ms wide, and a sliding
window of 5 ms from 0 to 120 ms preceding each CG action potential.
The RF center response was measured for each frame by summing the RF
map in the 3 � 3 degree area centered on the position of the maximal
response, and these measures were fitted with a Gaussian function.

Drifting grating parameter tuning properties. The mean firing rate (F0
component) and first harmonic component (F1) of the PSTH respond-
ing to drifting grating stimuli were calculated by Fourier analysis. The
maximum F1 and maximum F0 responses were measured for each cell.
Spatial summation linearity was calculated as the F1/F0 ratios measured
from the PSTH with strongest F1 response. Reliability was measured with
an optimized grating stimulus as the Fano factor (variance/mean) with a
bin size equal to the period of the stimulation. All visually responsive CG
neurons were simple cells (defined by segregated ON and OFF RF sub-
regions), and all had stronger F1 than F0 responses (see Results). There-
fore, the F1 response was used to measure tuning properties for CG
neurons.

Contrast tuning responses were tested on eight different contrasts
ranging from 1% to 95% (Cano et al., 2006). Because some visual cortical
neurons show decreased responses at high contrast (high-contrast sup-
pression) (Zhuang et al., 2013), F1 and F0 responses were fitted by a hyper-
bolic model with (Peirce, 2007) or without (Naka and Rushton, 1966;
Albrecht and Hamilton, 1982) high-contrast suppression modification, as
follows: F0 response without high-contrast suppression: y � R0 � A �
xn/(Cn � xn); F0 response with high-contrast suppression: y � R0 � A �
xn/(Csn � xsn); F1 response without high-contrast suppression: y � A � xn/
(Cn �xn); F1 response with high-contrast suppression: y � A � xn/(Csn �
xsn). Here A is the response amplitude, x is the contrast value, and C is the
contrast at which the cell’s response first reaches the middle point of the
range from baseline to maximum response. However, the parameters
extracted from the fit do not faithfully represent the values of the contrast
response function in the model with high-contrast suppression, which
can span to contrast values �100%. Therefore, the response amplitude
(Rcon) and the C-50 were calculated by limiting the fitting function
within a contrast ranging from 0% to 100%. All contrast response func-
tions were fitted with and without high-contrast suppression, and the R 2

of fitness normalized by degree of freedom (df) was measured in both fits
(Peirce, 2007): Rnor

2 � 1 	 (1 	 R 2)/df. The model with higher Rnor
2 was

chosen to extract the parameters Rcon and C-50.
Orientation tuning was measured with drifting gratings differing in

orientation/direction by 15–30 degrees. Tuning curves were fitted by von
Mises distribution functions (Nowak et al., 2008) as follows:

y � R0 � A1exp
k�cos� x � ORpeak
 � 1��

� A2exp
k�cos� x � ORpeak � �
 � 1��, where A1 � A2

Here the independent variable x (the moving direction of the tested
drifting grading) is presented in radians. From this model, R0 represents
the baseline of the curve, A1 and A2 represent the response amplitude to
the preferred direction (ORpeak) and to the opposite of preferred direc-
tion, respectively. k is a width factor.

To measure the orientation selectivity and direction selectivity, the
circular variance (CirVar) (Ringach et al., 2002), orientation selectivity
index (OSI), and direction selectivity index (DSI) were calculated as
follows:

CirVar � 1 � � ¥Rje
i2	j

¥Rj
�

where j represents all the directions in the orientation tuning curve; Rj

and 	j represent the cell response (spikes/s) and the angle (in radians) of
jth direction, respectively, as follows:

OSI �
�Rpref � Rorth


�Rpref � Rorth

, where Rorth �

R
pref�

�

2
� R

pref	
�

2

2

DSI �
�Rpref � Roppo


�Rpref � Roppo

,

where Rpref represents the cell’s response in the preferred direction, Rorth

represents the cell’s mean responses of the two directions orthogonal to
the preferred direction, and Roppo represents the cell’s response to the
opposite of the preferred direction. All three measurements (CirVar,
OSI, and DSI) have values ranging from 0 to 1, with higher CirVar mean-
ing weaker orientation selectivity, higher OSI meaning stronger orienta-
tion selectivity, and higher DSI meaning stronger direction selectivity.

Spatial frequency responses were tested from 0.00825 to 1.32 cpd (for
some cells from 0.05 to 1.32 cpd). The response tuning data were fitted by
Gaussian model as follows:

y � R0 � RSF x exp�� � x � SFpeak

2/ 2
SF

2 �

From the model, the amplitude (RSF) and the spatial frequency with peak
response (SFpeak) were extracted. While tuning width for bandpass cells
was measured as the range between two spatial frequencies with half-
maximal response on logarithmic scale (SFwidth) as follows:

SFwidth � log10��SFpeak � 1.1774 � 
SF
/�SFpeak � 1.1774 � 
SF
�

Temporal frequency responses were tested on six different temporal fre-
quencies (0.5, 1, 2, 4, 8, and 16 Hz). The temporal frequency tuning curve
was fitted by Gaussian model on logarithmic scale (with base 2) (modi-
fied from Bezdudnaya et al., 2006) as follows:

y � R0 � RTF � exp
� �log2�X
 � log2�TFpeak
�
2/ 2
TF

2 �

From the model, the amplitude (RTF) and the temporal frequency with
peak response (TFpeak) were extracted. Temporal frequency tuning width
was measured as the width at half-height on logarithmic scale (TFwidth,
with base 2), as follows: TFwidth � 2.35482 � 
TF.

Sustained/transient responses. We classified cortical neurons as re-
sponding in a sustained or transient manner to a flashing stationary
stimulus, which was optimized to elicit the strongest response possible.
This test was done when subjects were alert because sustained responses
are strongly reduced when rabbits are nonalert (Swadlow and Weyand,
1985, 1987; Bezdudnaya et al., 2006; Zhuang et al., 2014). The stimulus
was either a circle or rectangle optimized for size, orientation, and con-
trast polarity (dark or light). The stimulus was presented for 2 s on 2 s off.
A “sustained index” (SI) was calculated as the ratio between the cell’s
maintained visual response and the baseline activity. The maintained
visual response was measured as the mean firing rate from 0.5 to 1.0 s
after the onset of the optimal stationary stimulus, and the baseline activ-
ity was measured as the mean firing rate during the 1 s period before the
stimuli. Sustained cells were defined by having SIs of at least 2 and having
a maintained visual response of �1 spike/s. Cells with SIs of �2 would be
classified as transient, but all L6 CG neurons were found to be “sus-
tained.” Because many L6 CG neurons lack any spontaneous activity (see
Fig. 2, which would result in infinitely high SIs), we assigned, a minimum
baseline firing rate of 0.05 spikes/s to all CG neurons for this calculation.
We also calculated a “transient/sustained ratio” for all CG neurons. To
do this, we measured the peak value of the transient response (during the
15 ms period centered on the initial peak response) and divided it by the
maintained visual response (as defined above).

Results
We identified 101 CG neurons, with antidromic latencies of
1.6 – 49 ms (mean: 24.0 � 11.94 ms). These neurons consisted of
three subgroups: (1) 42 CG cells were tested, and responsive to
visual stimulation; (2) 31 CG cells were tested for visual stimula-
tion but were unresponsive; and (3) 28 CG cells were tested only
for their axonal properties, not visual properties. Given a conduc-
tion distance of �17 mm for rabbit monocular geniculocortical
connectivity (Swadlow and Weyand, 1981), this range of anti-
dromic conduction times correspond to axonal conduction
velocities of �0.35–12 m/s. Figure 2A1 shows the frequency dis-
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tribution of antidromic latencies for these three subpopulations.
Although the distributions of the visually responsive and visually
unresponsive CG neurons overlapped substantially, visually un-
responsive CG cells had significantly longer antidromic latencies
than visually responsive CG neurons (mean: 30.33 � 1.9 ms vs

19.04 � 1.67 ms, Mann–Whitney U test, p � 0.001). The extreme
ends of the distribution were especially noteworthy; whereas all 7
visually tested CG neurons with antidromic latencies of �5 ms
(corresponding to conduction velocities of �3.4 m/s) were visu-
ally responsive, all of the 6 visually tested CG neurons with anti-
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dromic latencies of �40 ms (corresponding axonal conduction
velocities of �0.43 m/s) were visually unresponsive. Figure 2A2
shows the population averages of the three groups of CG neu-
rons. For comparative purposes, we also show the antidromic
latencies of a population of �100 rabbit LGN geniculocortical

neurons (Fig. 2A3) (Swadlow and Wey-
and, 1985), which are much more rapidly
conducting (median conduction velocity
of 17.9 m/s, range: 6 –37.8 m/s).

It should be emphasized that visually
unresponsive CG neurons (1) were exten-
sively tested with a very wide variety of
hand-controlled and computer-generated
stimuli and (2) they were tested in both
alert and nonalert brain states (conditions
that affect thalamic and cortical respon-
siveness) (Cano et al., 2006; Zhuang et al.,
2014); and (3) we knew the retinotopy of
the tissue under study because other neu-
rons in the penetration (often simultane-
ously studied at the same location) were
visually responsive. We were able, there-
fore, to test these cells very carefully for
visual responsiveness.

Each of the 42 visually responsive CG
neurons had a simple RF, as defined by the
presence of one or more spatially sepa-
rated ON and/or OFF subfields (as in
Zhuang et al., 2013). Most 37 of 42 had
only a single subfield (S1, 26 ON and 11
OFF) and the remainder had an ON and
an OFF subfield (S2). However, by apply-
ing a threshold of 30% (to remove noise;
see Materials and Methods), we may have
cut off some very weak subfields and
thereby underestimated the population
of simple cells with �1 subfield. When
tested with an optimal drifting grating
stimulus, all of these cells had an F1/F0
ratio of �1 (mean: 1.45 � 0.04), which is
a characteristic feature (sometimes con-
sidered a defining feature) of simple cells
in cats and monkeys (Skottun et al., 1991).
Notably, all 42 of these simple CG neu-
rons responded in a sustained manner
(when tested in the alert state) (see Mate-
rials and Methods; see Fig. 9) to an opti-
mally oriented and positioned stationary
stimulus of appropriate sign (light or
dark) placed over the RF.

Spontaneous firing rates of CG neu-
rons were very low, and Figure 2B shows
their distribution for visually responsive
and visually unresponsive CG neurons
(and, for comparative purposes, for the
same corticotectal neurons shown in Fig.
1). Clearly, both CG populations had
much lower rates than the corticotectal
neurons (nonoverlapping, except for two
cells). Visually unresponsive CG neurons
had extremely low spontaneous firing
rates. All were �0.5 spikes/s (mean:
0.03 � 0.09 spikes/s), and most were

never observed to fire spontaneously. Visually responsive CG
neurons also exhibited very low spontaneous firing rates (median
firing rate: 0.19 spikes/s, mean firing rate: 0.45 � 0.14 spikes/s,
range: 0 –3.14 spikes/s, p values for all three compared groups �
0.001, Mann–Whitney U test).
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All visual testing to ascertain the rela-
tionship between axonal conduction time
and visual response properties were done
using stimuli which were optimally tuned
to a number of variables. Spatiotemporal
RF maps were generated from reverse cor-
relation from the sparse noise stimula-
tion. Then a drifting grating was centered
over the RF and optimal tuning to orien-
tation, size, spatial frequency, temporal
frequency, and contrast were indepen-
dently tested to determine optimal values.
Figure 3 shows data from three represen-
tative CG neurons: one fast-conducting
(top, antidromic latency � 3.0 ms), one
medium-conducting (middle, antidromic
latency � 14.8 ms), and one slowly con-
ducting (bottom, antidromic latency � 35
ms). For each of these cells, the spatial RF,
orientation tuning, spatial frequency
tuning, contrast response function, and
temporal frequency tuning are shown.

Visual response properties and axonal
conduction time
Amplitude of the visual response
PSTHs generated from optimal drifting
grating stimuli for two example visually
responsive CG neurons with short (3.4 ms,
left) and long (32.0 ms, right) antidromic
conduction latencies can be seen in Figure
4A, B. These two example neurons were
chosen both because of their near-
extreme positions on the axonal con-
duction time spectrum and because they
were both studied very thoroughly (�3 h
each). They were assessed for most of our
visual tests (see Figs. 4 –10) and tests for
state dependence (see Figs. 13, 14), and
their values are presented as the blue dots
in those figures.

The unmodulated response (F0) and
the modulated responses (F1) were mea-
sured from the PSTHs generated by opti-
mal grating stimulation. The amplitude of
the F0 response for visually responsive CG
neurons values ranged from 0.4 to 32.8
spikes/s (mean: 8.72 � 1.08 spikes/s), and
the distribution of F0 amplitudes can be seen in Figure 4C. The
relationship between F0 during optimal grating stimulation and
axonal conduction time can be seen in Figure 4D. Visually driven
F0 amplitudes were strongly related to antidromic conduction
time such that CG neurons with fast-conducting axons (short anti-
dromic latencies) had higher response amplitudes (r 2 � 	0.361,
p � 0.001). The amplitude of the F1 response for visually respon-
sive CG neurons values ranged from 0.8 to 38.1 spikes/s (mean:
11.89 � 1.33 spikes/s), and the distribution of F1 amplitudes can
be seen in Figure 4E. The relationship between F1 during optimal
grating stimulation and axonal conduction time can be seen in
Figure 4F. Visually driven F1 amplitudes were strongly related to
conduction time such that CG neurons with fast-conducting ax-
ons had higher response amplitudes (r 2 � 0.349, p � 0.001).
Response linearity was quantified by calculating the F1/F0 ratio,

and the distribution of ratios can be seen in Figure 4G. Although
all CG neurons had F1/F0 ratios of �1.0 (signifying response
linearity), there was a significant positive relationship between
axonal conduction time and the F1/F0 ratio (r 2 � 0.137, p �
0.016), such that visually responsive CG neurons with slower
conducting axons had a slightly higher F1/F0 ratio than those
with faster conducting axons.

Visually and electrically elicited minimal interspike intervals
Interspike interval distributions were calculated for visually re-
sponsive neurons with an optimal drifting grating that was pre-
sented over the RF center for at least 10 min. The resulting
interspike interval distributions for the example fast and slowly
conducting CG neurons illustrated in Figure 4A, B, are shown in
Figure 5A and Figure 5B, respectively. The shortest visually
driven interspike intervals seen in these distributions for each cell
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(the minimal interspike interval, blue arrows) is much shorter for
the fast-conducting axon. For all cells, the values of such visually
driven minimal interspike intervals ranged from 2.7 to 9.6 ms
(mean: 5.6 � 0.4 ms), and the distribution of minimal interspike
intervals for all visually responsive CG neurons can be seen in
Figure 5C. Axonal conduction time was significantly related to
minimal interspike interval (Fig. 5D; r 2 � 0.48, p � 0.001) such
that visually responsive CG neurons with fast-conducting axons
have shorter minimal interspike intervals. Moreover, the mini-
mal interspike interval of a cell was strongly related to, but much
shorter than, the reciprocal of the maximum firing rates (Fig. 5C,
inset, F1 values) generated during visual stimulation (r2 � 0.379, p �
0.003). It is important to note that the minimal visually driven
interspike intervals are related to, but are considerably longer
than, the minimal interspike intervals evoked by electrical stim-
ulation of the axons. Thus, for a different set of 35 CG neurons
(the visually untested CG neurons shown in Fig. 2A1), we mea-
sured the minimal interspike intervals elicited by electrical stim-
ulation (elicited by two stimuli delivered near the terminals of CG
axons in the LGN), at intervals near the refractory period (Kocsis
et al., 1979; Swadlow, 1985). The minimal interspike interval
values elicited by electrical stimulation ranged between 1.4 and
3.4 ms (distribution in Fig. 5E) and, like the minimal interspike
intervals elicited by visual stimulation (above), they were strongly
related to axonal conduction time (Fig. 5F; r 2 � 0.787, p �
0.001). However, the minimal interspike interval values elicited
by electrical stimulation are �1⁄2 of the minimal interspike inter-
vals elicited by visual stimulation (compare Fig. 5D,F).

Visual response latency
To measure the time course of visually evoked responses, flashing
bars (2 s on, 2 s off), optimized to the tuning preferences of each

cell, were placed over the center of the
dominant subfield. Figure 6 shows exam-
ple PSTHs of the first 200 ms of the visu-
ally evoked response from our example
short latency CG neuron (A) and long-
latency CG neuron (B). Visual response
latency (blue arrows) was defined as the
time from stimulus onset to the start of
the initial evoked response and ranged
from 30.3 to 98.0 ms (mean: 57.6 � 2.1
ms). The distribution of the visual re-
sponse latencies for all CG neurons is
shown in Figure 6C. Conduction velocity
was significantly related to visual response
latency (r 2 � 0.322, p � 0.001) such that
CG neurons with short antidromic laten-
cies had shorter visual response latencies.
For comparative purposes, the mean and
SE of the visual response latencies of L4
simple cells are given to the right of the
scattergram.

Contrast response functions
Contrast response functions from our ex-
ample fast and slowly conducting CG
neurons are shown in Figure 7A and Fig-
ure 7B, respectively. Contrast response
functions were fitted with hyperbolic
functions. From the hyperbolic fit, the
stimulus contrast, which corresponded to
a visually evoked firing rate 50% of maxi-
mum (C-50), was measured. The distri-

bution of C-50 values can be seen in Figure 7C and ranged from
5.7% to 64.5% (mean: 28.9 � 2.5%). Axonal conduction time
was significantly related to C-50 values (r 2 � 0.129, p � 0.023)
such that CG neurons with fast-conducting axons were some-
what more sensitive to lower contrast values (lower C-50 values).
Only 6 of the 42 CG cells that were tested for contrast response
functions showed evidence of high-contrast suppression (see
Materials and Methods), and this property was not significantly
related to axonal conduction time (� 2, p � 0.586).

Temporal frequency tuning
Temporal frequency tuning was tested from 0.5 to 20 Hz, and
tuning curves were fitted with Gaussian functions. The temporal
frequency turning curves from our fast and slowly conducting
example CG neurons are shown in Figure 7E and Figure 7F,
respectively. From the Gaussian fits, we measured the preferred
temporal frequency, and the temporal frequency bandwidth.
Preferred temporal frequency values ranged from 0.75 to 5.70 Hz
(mean: 3.0 � 0.2 Hz), and the distribution of these values can be
seen in Figure 7G. Significant positive correlation was observed
between axonal conduction time and preferred temporal fre-
quency (Fig. 7H; r 2 � 0.213, p � 0.002) such that visually respon-
sive CG neurons with fast-conducting axons preferred faster
stimuli.

Orientation and directional selectivity
Orientation/directional tuning was tested every 15 or every 30
degrees, and tuning curves were fitted with von Mises functions.
Example orientation tuning curves from our fast and slowly con-
ducting example CG neurons are seen in Figure 8A and Figure 8B,
respectively. From the fits, we measured the OSI and DSI. OSI
values ranged from 0.27 to 1.0 (mean: 0.77 � 0.03), and the
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distribution of these values can be seen in
Figure 8C. Axonal conduction time was
not significantly related to the OSI (Fig.
8D; r 2 � 0.011, p � 0.495). DSI values
ranged from 0.03 to 0.95 (mean: 0.43 �
0.05), and the distribution of these values
can be seen in Figure 8E. There was a sig-
nificant positive relationship between ax-
onal conduction time and the directional
selectivity index (Fig. 8F; r 2 � 0.291, p �
0.001), such that visually responsive CG
neurons with slow-conducting axons were
less selective for stimulus direction.

Sustained responding
As noted above, all 42 CG neurons that
were visually driven generated a sustained
response to a maintained stationary stim-
ulus of optimal size and appropriate con-
trast (2 s on, 2 s off). Because the sustained
component of visual responses is highly
sensitivetobrainstate(SwadlowandWeyand,
1985, 1987; Bezdudnaya et al., 2006) (Fig.
9F), such testing was done in the alert
state (during periods of EEG arousal).
Figure 9A, B illustrates the PSTHs of the
fast-conducting and slowly conducting
example CG neurons to presentation of
this maintained, stationary stimulus (with
raster plots shown in the insets), and Fig-
ure 9C shows the population response of
all 42 visually responsive CG neurons
(normalized to the peak amplitude of the
transient component of the response,
mean number of stimulus presentations:
25.7 � 3.4). There was no significant rela-
tionship between axonal conduction la-
tency and either (1) the magnitude of the
sustained response (Fig. 9D, Sustained In-
dex; see Materials and Methods) (r 2 �
0.001, p � 0.973), or (2) the Transient/
Sustained ratio (Fig. 9E; r 2 � 0.043, p �
0.179). Finally, Figure 9F illustrates why
such testing is done in the alert state. Here
we show the population response of 21
CG neurons that were studied in both
states (mean number of stimulus presen-
tations � 29.0 � 3.6 alert, 39.7 � 8.4 non-
alert). Responses are normalized to the
peak amplitude of the transient response
when alert. When nonalert, the initial
transient response is reduced by �13%
(p � 0.026, Wilcoxon signed rank test).
However, a much greater reduction is
seen in the sustained response (reduced
by �48%, p � 0.001, Wilcoxon signed
rank test).
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Spatial frequency preference and response reliability
Spatial frequency tuning curves were measured (Fig. 10A,B) and fit
with a Gaussian function. From the fits, the preferred spatial
frequency value was obtained. Preferred spatial frequency values
ranged from 0.08 to 0.81 cpd (mean: 0.22 � 0.03 cpd), and axonal
conduction time had no significant relationship with preferred
spatial frequency (r 2 � 0.032, p � 0.254). Response variability
was calculated as the Fano factor (Fig. 10C,D), which was mea-
sured (for visually responsive neurons) with an optimal drifting
grating presented over the receptive center for at least 10 min.
Fano factor values ranged from 0.21 to 1.79 (mean: 1.09 � 0.06),
and axonal conduction time was not significantly related to this
measure (r 2 � 0.005, p � 0.667).

Tests for bimodality
Hartigan Dip Tests revealed no evidence for bimodal distribu-
tions in any of the above measures that we tested (antidromic latency,
p � 0.23; spontaneous firing rate, p � 0.98; F1/F0 ratios, p � 0.38;
F1, p � 0.87; F0, p � 0.75; visual minimal interspike interval, p �

0.188; electrical minimal interspike inter-
val, p � 0.55; visual latency, p � 0.91;
C-50, p � 0.66; peak temporal frequency,
p � 0.98; 0SI, p � 0.095; DSI, p � 0.37;
peak spatial frequency, p � 0.85; Fano fac-
tor, p � 0.94; depth, p � 0.94).

Sublaminar depth distribution of
CG neurons
For 45 visually tested CG neurons (27 vi-
sually responsive, 18 visually unrespon-
sive), the depth from the reversal point of
the flash-evoked potential (as in Fig.
1A,B) was measured. Figure 11A shows
the depth distribution of visually respon-
sive and visually unresponsive CG neu-
rons of different antidromic latencies.
Antidromic latency was significantly re-
lated to the cortical depth below the flash
reversal point (r 2 � 0.172, p � 0.005).
Whereas the faster conducting CG neu-
rons were all found superficially (�1200
�m from the reversal depth), CG neurons
with slowly conducting axons (�22 ms
antidromic latency, very likely unmyeli-
nated along most of their length; see Ma-
terials and Methods) were located both
superficially and deep within L6.

Because depth within L6 was so strongly
related to axonal conduction time, we asked
whether the strong relationship between
conduction time and visual responsiveness
might be more related to depth than to con-
duction time. To examine this, we looked
only at superficial, visually responsive CG
neurons, located from 800 to 1200 �m be-
neath the flash reversal point, and we
examined the relationship between visual
response amplitude (F1 values) and con-
duction latency (as in Fig. 4F). Figure 11B
shows that the effect of conduction velocity
on F1 during optimal visual stimulation was
still present when we limited the analysis to
only the superficial CG neurons (r2 �0.279,
p � 0.014).

Another way to approach this question (Fig. 11C) is to limit
the analysis to the most slowly conducting CG neurons (anti-
dromic latencies of �22 ms) and to compare the properties of
those found superficially within L6 (800 –1200 �m beneath the
reversal point) with those found deeper within L6 (�1200 �m
beneath the reversal point). We found no difference in the mag-
nitude of the visual response for these populations of slowly con-
ducting CG neurons (F1 superficial: 8.0 � 2.24 spikes/s, F1 deep:
8.02 � 2.96 spikes/s, r 2 � 0.001, p � 0.952).

Effects of awake brain state transitions on the visual response
properties of CG neurons
We examined CG neurons for the effects of alert/nonalert brain
state on several of the response properties that we previously
examined for brain state effects in L4 spiny cells of rabbit V1
(Zhuang et al., 2014), using these same methods of data segmen-
tation by brain state. Thus, although data presented above (ex-
cept for Fig. 9F) were obtained during a natural mix of awake
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states, here, we segregate data files into alert and nonalert seg-
ments, and pool those segments for analysis (see Materials and
Methods). Figure 12 (top four traces) shows one transition from
the alert to the nonalert state. An optimal drifting grating (top)
stimulus elicits spikes in a CG neuron. Rate and reliability of the
visually driven spikes change abruptly at the transition between
nonalert and alert brain states (see hippocampal and cortical EEG).
Eye position was monitored (at 30 Hz) by infrared camera (snap-
shots shown at 1 s intervals). The PSTHs below are derived from
5 s periods before and after many such transitions (120 stimulus
cycles when alert, and 129 cycles when nonalert).

Response amplitude. Figure 13A1 compares the F1 response of
all studied CG neurons with such alert/nonalert state shifts.
Testing was done using a near-optimal sinusoidal drifting
grating stimulus. At least 40 stimulus cycles were presented in
each state (mean alert vs nonalert: 248.8 � 33.7 cycles vs 295.5 �
40.4 cycles). Every CG cell tested (N � 25) showed an enhanced
response amplitude in the alert state. Figure 13A2 shows, for the
CG cells shown in Figure 13A1, the population response for F1
values in each state (mean alert vs nonalert: 21.98 � 2.29 spikes/s
vs 12.97 � 2.05 spikes/s, p � 0.001, Wilcoxon signed rank test).
Figure 13A3 (left) shows the same data presented in Figure 13A1,
plotted as the mean F1 response in the alert state, relative to the F1
when nonalert (which would equal 100%). A mean increase of
87% (i.e., alert � 187% of nonalert; Fig. 13A3) was seen for CG

neurons in the alert state. For comparative purposes, Figure 13A3
(right) shows this same measure, but for L4 simple cells (derived
by reanalysis of data in Zhuang et al., 2014). This comparison
shows that the effect of state on the F1 response was somewhat
greater in the CG neurons than in the L4 simple cells, but this
difference was not statistically significant (Mann–Whitney U test,
p � 0.104).

Response reliability. Similarly, response reliability (as mea-
sured by Fano factor), was very strongly affected by alert/nonalert
state shifts. Figure 13B1 compares the Fano factor of all studied
CG neurons to such alert/nonalert state shifts. The same dataset
(and same number of stimulus cycles) used to obtain Figure 13A,
using near-optimal sinusoidal drifting grating stimulation, was
used for this analysis. Every CG cell tested (N � 25) showed a
decreased Fano factor (enhanced reliability) in the alert state.
Figure 13B2 shows, for the CG cells shown in Figure 13B1, the
population response for Fano factor values in each state (mean
alert vs nonalert: 0.62 � 0.06 vs 1.52 � 0.11, p � 0.001, Wilcoxon
signed rank test). Figure 13B3 (left) shows the same data pre-
sented in Figure 13B1, plotted as the mean Fano factor in the alert
state, relative to the Fano factor when nonalert (which would
equal 100%). In the alert state, Fano factor strongly reduced to
41.6% of its value in the nonalert state. For comparative pur-
poses, Figure 13B3 (right) shows this same measure, but for L4
simple cells (data from Zhuang et al., 2014), and shows a much
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smaller reduction (to 66.7% of the value in the nonalert state).
Thus, the effect of state on the Fano factors was much greater in
the L6 CG neurons than in the L4 simple cells, and this difference
was highly significant (p � 0.001, Mann–Whitney U test).

Measures of Fano factor are sensitive to changes in mean rate
(the denominator in the calculation of Fano factor). It is therefore
important to verify that the state-dependent changes in Fano
factor were not simply an artifact of the reductions in visual re-
sponse rate that occur in the nonalert state. If this were the case,
the decrease in Fano factor with alertness should be strongly re-
lated to the increase in response rate. This was not the case, how-
ever, as regression analysis revealed only a weak relationship
between the magnitude of the state changes in response ampli-
tude and in Fano factor, and this was not statistically significant
(r 2 � 0.063, p � 0.22). It should also be noted that axonal con-
duction time was not related to Fano factor (Fig. 10D) despite
being strongly related to response rate.

Similarly, because alertness increased visual response ampli-
tude slightly more in L6 CG neurons than in L4 simple cells (Fig.
13A3), it could be argued that the larger increase in rate contrib-
uted to the larger reduction in Fano factor seen in L6 CG neurons
(Fig. 13B3). To examine this, we equalized the response rates of
the L4 simple cells and L6 CG neurons by removing from the
dataset, the three CG neurons that showed the greatest state-
related change in response rate. When this was done, the remain-
ing CG neurons showed a lower increase in visual response
amplitude with alertness than the L4 simple cells (mean: 67.2 �
8.9% for CG neurons vs 68.2 � 14.8% for L4 simple cells). Nev-
ertheless, these CG neurons still showed a much greater state-
related decrease in Fano factor when alert (reduced to 41.3% of
the nonalert value) than did the L4 simple cells (reduced to 66.7%
of the alert value, p � 0.001, Mann–Whitney U test). This analysis
indicates that the greater change in Fano factor seen in L6 CG

neurons compared with L4 simple cells is
not likely due to greater changes in re-
sponse rate.

Response latency. Figure 13C1 com-
pares the visual latencies of CG neurons
during alert/nonalert conditions. As in
Figure 6, we measured the latency to the
initial onset transient, which was not
strongly affected by brain state (Fig. 9F).
Stimuli used and latency measurements
are the same as for the data presented in
Figure 6. Seventeen of the 21 cells tested
showed a decrease in latency when alert,
three cells showed a slight increase in la-
tency, and one cell showed no change. Fig-
ure 13C2 shows, for the CG cells shown in
Figure 13C1, the mean latency values in
each state (mean alert vs nonalert: 56.74 �
2.56 ms vs 60.85 � 2.66 ms, p � 0.001,
paired t test). We do not compare these
data with L4 simple cells because Zhuang
et al. (2014) found no significant state ef-
fect for response latency in these cells.

Although the median spontaneous fir-
ing rates of CG neurons were very low in
both alert (0.01 spikes/s) and nonalert
(0.12 spikes/s) states, this difference was
statistically significant (mean alert vs non-
alert: 0.32 � 0.15 spikes/s vs 0.38 � 0.13
spikes/s, p � 0.04, Wilcoxon signed rank

test). There was little change in the F1/F0 ratio with alertness
(mean alert vs nonalert: 1.46 � 0.04 vs 1.50 � 0.04, p � 0.83,
Wilcoxon signed rank test).

Relationship between CG axonal conduction times and
brain state
We found no interactions between CG axonal conduction times
and above effects of brain state. Thus, Figure 14 shows that changes
between alert and nonalert brain states had the same effect on
optimal F1 responses (A), on Fano factor (B), on visual response
latency (C), on the sustained index (D), and on the transient/
sustained ratio (E), regardless of axonal conduction times.

Discussion
CG axonal conduction times and sensory response properties
CG axons were largely slowly conducting, spontaneously silent
and, despite testing during alertness, many (42%) were visually
unresponsive. Antidromic latencies ranged from 1.6 to 49 ms
(�0.35–12.1 m/s average velocity between soma and LGN). Ax-
ons with mean conduction velocities of �3.4 m/s (antidromic
latencies of �5 ms) are very likely to be largely myelinated (Wax-
man and Bennett, 1972; Waxman and Swadlow, 1976). Notably,
only �10% of visually tested CG axons fell into this category, and
all seven were visually responsive. By contrast, velocities of �0.8
m/s (antidromic latencies �22 ms) are indicative of unmyeli-
nated central axons (Merrill et al., 1978; Swadlow, 1985; Meeks
and Mennerick, 2007; Dellal et al., 2012), and most of these were
visually unresponsive. Indeed, none of the six slowest CG neu-
rons responded visually. By contrast, LGN thalamocortical axons
of rabbits are overwhelmingly fast-conducting (Fig. 2A3; median
axonal conduction velocity � 17.9 m/s), spontaneously active
(5–10 spikes/s), and visually responsive (Swadlow and Weyand,
1985; Bezdudnaya et al., 2006; Stoelzel et al., 2008).
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All visually responsive CG neurons had “simple” RFs, generated
sustained responses, and F1/F0 ratios of �1. However, within this
seemingly homogeneous population, axonal conduction times
were very diverse and were strongly related to multiple visual
response properties. Most notable was the strong relationship
between conduction times and maximal response rates to drifting
grating stimulation (F0 and F1 values), with slowly conducting

CG neurons showing the lowest rates. Related, but distinct, from
these values were the minimal visually driven interspike intervals,
also strongly related to axonal conduction time (Fig. 5A–D), and
the minimal interspike intervals generated by 2-pulse electrical
stimulation of the axon (Fig. 5E,F). These latter measures reflect
an “entrainment interval” (Kocsis et al., 1979) that follows the
relative refractory period and precedes the supernormal period
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seen in corticothalamic and many other central axons (Gardner-
Medwin, 1972; Swadlow and Waxman, 1975; Swadlow, 1989,
1990; Beierlein et al., 2002; Kwegyir-Afful and Simons, 2009).
Thus, visually driven firing rates, generated by presynaptic and
postsynaptic mechanism of the soma/dendritic tree are, some-
how, well correlated with the highest attainable axonal firing
rates.

In cats, LGN neurons with fast-conducting axons receive faster
retinal input (Cleland et al., 1971; Wilson et al., 1976). Similarly,
fast-conducting CG neurons had shorter visual response laten-
cies than slower CG neurons. CG neurons with faster conducting
axons also showed more directional selectivity, higher peak tem-
poral frequencies, and more contrast sensitivity (lower C-50 val-
ues). Thus, whereas all CG neurons respond continuously to

stationary stimuli, the fast-conducting CG
neurons are better suited to detect fast-
moving, low-intensity transients.

L6 receives far fewer geniculocortical
synapses than L4, and most thalamic
input is concentrated in superficial L6
(Humphrey et al., 1985). This could ex-
plain why fast-conducting CG neurons
with strong visual responses were only
found in superficial L6. However, slowly
conducting CG neurons were also found
superficially, and they responded weakly
to visual stimulation (Fig. 11B), indicat-
ing that response strength is more tightly
linked to axonal conduction time than to
depth within L6. The similar response
strength of slowly conducting deep versus
superficial CG neurons (Fig. 11C) further
supports this view.

Other species and cortical regions
There is general agreement that L6 corti-
cothalamic neurons display a broad range
of conduction times (e.g., Ferster and
Lindstrom, 1983; Sirota et al., 2005, Swad-
low and Weyand, 1987; Briggs and Usrey,
2009), but the relation between axonal
conduction times and sensory response
properties is poorly understood. Thus,
several studies found that cat L6 CG pop-
ulations have both fast-conducting “com-
plex cells” and more slowly conducting
“simple” cells (e.g., Gilbert, 1977; Harvey,
1980; Tsumoto and Suda, 1980; Grieve
and Sillito, 1995). However, the presence
of fast-conducting complex cells in super-
ficial L6 was questioned by Ferster and
Lindstrom (1983) who concluded that the
putative fast-conducting CG complex
cells were likely to be “cortico-collicular
cells of L5.” CG neurons have not been
characterized in awake cats, but the need
for such studies was highlighted by find-
ings of Tsumoto and Suda (1980), who
reported silent, visually unresponsive,
slowly conducting CG neurons in deep
L6. However, barbiturate anesthesia in
these experiments may have suppressed
spontaneous and sensory-evoked re-

sponses. Work by Briggs and Usrey (2009) on antidromically
identified CG neurons in awake monkeys is methodologically
similar to the present work. They found that CG cells display a
broad spectrum of axonal conduction times and include complex
(fast, and slowly conducting groups) and simple cells (an inter-
mediate group). Importantly, they found these groups to have
response properties consistent with parvocellular, magnocellu-
lar, and koniocellular LGN layers, supporting notions of parallel
visual streams in the primate CG system (Fitzpatrick et al., 1994;
Briggs et al., 2016). Here, by contrast, all visually responsive CG
neurons were of the same RF class (simple, with sustained re-
sponses) and had numerous properties that varied in a continu-
ous manner with axonal conduction time. Moreover, we failed to
find any significant bimodality in any of the visual or other mea-
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sures that we studied. Our results therefore seem most consistent
with a single CG visual stream in the rabbit, which varies in sen-
sory responsiveness along the continuum of axonal conduction
times.

L6 somatosensory corticothalamic neurons of rabbit (Swad-
low, 1989, 1990, 1991) and rat (Kelly et al., 2001; Kwegyir-Afful
and Simons, 2009) also display a wide range of axonal conduction
times and very low spontaneous firing rates. Moreover, in each of
these cortical areas, the slowest axons tended to lack sensory re-
sponsiveness. Similarly, in motor cortex of awake cats (Sirota et
al., 2005), L6 corticothalamic neurons display axonal conduction
times of up to 50 ms, show exceedingly low spontaneous firing
rates (often �1 spike/min), and the slowest conducting neurons
are largely unresponsive during locomotion.

Thus, there is remarkable agreement across sensory and mo-
tor cortical regions and diverse mammalian orders, that many L6
corticothalamic axons conduct impulses at exceedingly low ve-
locities, and that many of the slowest are silent and unresponsive,
even when subjects are aroused and behaving. Monkey CG neu-
rons seem to provide an exception to this, however, in having
high rates of spontaneous activity (�20 spikes/s) (Briggs and
Usrey, 2009). In the present work, EEG arousal did not make
otherwise unresponsive CG neurons responsive and immediate
neighbors of unresponsive neurons were often highly responsive.
Moreover, in motor cortex of rabbits and cats, unresponsive cells
remain silent even during locomotion (Beloozerova et al., 2003;
Sirota et al., 2005). Such resounding silence is enigmatic. How-
ever, in somatosensory cortex of rabbits (Swadlow and Hicks,
1996) and rats (Kwegyir-Afful and Simons, 2009), many silent,

slowly conducting L6 projection neurons have subthreshold RFs.
We therefore suggest that subthreshold receptive may also be
present in some of the otherwise silent CG neurons studied here,
and that a continuum of visual responsiveness (from strongly
suprathreshold, to weakly suprathreshold, to subthreshold) may
span the entire spectrum of CG axonal conduction times.

The function of such silent and unresponsive neurons and
their very slowly conducting axons is a puzzle. Possibly, they
reflect a plastic reduction of sensory responsiveness in CG neu-
rons which, over a lifetime, failed to attract sufficient excitatory
synaptic input, with resulting axonal consequences (i.e., the lack
of synaptic activity leading to progressive reduction in axon di-
ameter and consequent slowing of impulse conduction). Such
progressive and significant slowing of impulse conduction, at
rates of 1%–2%/d, has been documented in single cortical axons
over periods of many months (Swadlow, 1982, 1985). Rather
than dying, such neurons may go “off-line” and constitute a
“plastic reserve” which could, for a variety of reasons (e.g., death
of neighboring neurons, increase in relevant sensory stimula-
tion), be reintegrated into the local circuit.

Alert versus nonalert brain states
Alert/nonalert transitions profoundly influenced visually re-
sponsive CG neurons. We focused on two response properties
shown to be strongly influenced by alertness in L4 (Zhuang et al.,
2014): (1) the response strength to an optimal drifting grating
(F1, F0) and (2) response reliability (Fano factor). F1 responses
were increased by a mean of 87% during alertness, somewhat
more than what we saw in L4 simple cells (Fig. 13A3). This dif-
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ference was not statistically significant, however. Response reli-
ability was enhanced to an even greater degree during alertness
(lower Fano factors), also more so than was seen in L4 simple cells
(Fig. 13B3), and this difference was highly significant. Moreover,
although visual response latencies of L4 neurons were not af-
fected by alertness, L6 CG latencies were significantly shortened.
However, no visually unresponsive neurons became responsive
during arousal, and brain state did not affect the response linear-
ity (F1/F0 ratios) and had little effect on the profoundly low rates
of CG spontaneous firing.

It has been estimated that only 30%– 46% of response strength
in L4 neurons is due to direct LGN input, whereas the remainder
is due to intracortical amplification (Ferster et al., 1996; Chung
and Ferster, 1998; Lien and Scanziani, 2013). We suggest that the
visual responses of L6 CG neurons are even less dependent on
LGN inputs than the visual responses of L4 simple cells. Although
CG neurons may receive LGN input, the number of geniculocor-
tical synapses in L6 is far less than in L4 (Humphrey et al., 1985).
It is therefore likely that most CG neurons receive fewer “driving”
LGN synapses (Sherman and Guillery, 1998) than L4 simple cells,
and that CG visual responses are, to a greater extent, due to in-
tracortical mechanisms. If so, this could explain why L6 CG neu-
rons have longer response latencies to optimal flashing stimuli
than L4 simple cells (Fig. 6D). Also, because a higher proportion
of cascading intracortical synapses would add more opportuni-
ties for state-dependent modulation of CG neurons, this could
also account for the stronger effects of arousal on response reli-
ability of CG neurons compared with L4 simple cells, and the
greater effect of brain state on CG response latency. Finally, de-
spite the multiple differences in response properties between CG
neurons with fast versus slowly conducting axons, they are
equally affected by rapid shifts in awake brain states.
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