Frequency Regulation of a Slow Rhythm by a Fast Periodic Input
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Many nervous systems contain rhythmically active subnetworks that interact despite oscillating at widely different frequencies. The stomatogastric nervous system of the crab Cancer borealis produces a rapid pyloric rhythm and a considerably slower gastric mill rhythm. We construct and analyze a conductance-based compartmental model to explore the activation of the gastric mill rhythm by the modulatory commissural neuron 1 (MCN1). This model demonstrates that the period of the MCN1-activated gastric mill rhythm, which was thought to be determined entirely by the interaction of neurons in the gastric mill network, can be strongly influenced by inhibitory synaptic input from the pacemaker neuron of the fast pyloric rhythm, the anterior burster (AB) neuron. Surprisingly, the change of the gastric mill period produced by the pyloric input to the gastric mill system can be many times larger than the period of the pyloric rhythm itself. This model illustrates several mechanisms by which a fast oscillatory neuron may control the frequency of a much slower oscillatory network. These findings suggest that it is possible to modify the slow rhythm either by direct modulation or indirectly by modulating the faster rhythm.
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Neurons and networks that produce oscillatory behavior are ubiquitous in the nervous system (Meda et al., 1984; Llinás and Yarom, 1986; Alonso and Llinás, 1989; Bal and McCormick, 1993; Steriade et al., 1993; Calabrese, 1995; Gray, 1995; Welsh et al., 1995; Marder and Calabrese, 1996). The neural networks that control rhythmic movements often involve the coupling of network oscillators with substantially different periods. For example, the period of the respiratory pattern generator that controls breathing in mammals is influenced by the activity in the locomotory and swallowing motor patterns (Kawahara et al., 1989; Corio et al., 1993; McFarland and Lund, 1993; Lafortuna et al., 1996). As the presence of oscillatory neurons and networks in the brain becomes more apparent, it is important to develop an understanding of the multitude of mechanisms that come into play as oscillatory networks of different intrinsic periods interact.

There is extensive theoretical and experimental work on networks of coupled oscillators when the individual oscillators are relatively close in period (Pinser, 1977a,b; Ayers and Selverston, 1979; Kopell, 1988; Kopell and Ermentrout, 1988; Rand et al., 1988; Somers and Kopell, 1993), but less theory on the interactions of networks of oscillators whose intrinsic frequencies are significantly different. The best understood case is that of an entraining oscillator, in which, if the periods of the two oscillators are not well matched, 2:1, 3:1, or 3:2 patterns of coupling can result (Kopell, 1988).

The stomatogastric nervous system of decapod crustaceans generates four different rhythmic motor patterns, the periods of all of which differ significantly. Because of the small number of neurons within the stomatogastric ganglion (STG), the synaptic circuitry among these neurons has been established, and much is known about their properties and responses to modulatory inputs. The modulatory commissural neuron 1 (MCN1) is a modulatory projection neuron that can activate the gastric mill rhythm (Coleman et al., 1995). In the process of developing a compartmental model of the mechanisms by which MCN1 activates the gastric mill rhythm in the crab Cancer borealis, we discovered that the period of the model gastric mill rhythm is sensitive to the strength and frequency of a periodic inhibitory synaptic input it receives from the faster pyloric rhythm. Interestingly, input from the fast pyloric oscillator can influence the period of the slower gastric mill rhythm over a range much larger than the period of the pyloric rhythm.

The model of the interaction of the MCN1 neuron with its gastric mill circuit targets allows the exploration of a number of interesting features concerning the slow antiphase oscillation of a reciprocally inhibitory pair of neurons [the lateral gastric (LG) neuron and interneuron 1 (Int1)] and its regulation by a combination of slow modulatory excitation and fast periodic inhibition. We find that a pivotal transition of the gastric mill rhythm, namely activation of the LG neuron burst, arises from the interaction between a fast, pyloric-timed disinhibition of the LG neuron and a slow depolarization that the LG neuron receives from MCN1. This transition occurs with a fixed latency between the LG neuron burst onset and the pyloric pacemaker neuron burst just preceding it, at a time determined by the interaction between the strength and time course of the slow excitatory drive from MCN1 and the strength and period of the fast synaptic input. This work reveals a novel mechanism describing the regulation of a slow circuit oscillator by a synaptic interaction with a fast oscillator.
Some of this work has been published previously in abstract form (Manor et al., 1996).

MATERIALS AND METHODS

Experiments. Animals (Cancer borealis) and electrophysiological procedures were as described in Bartos and Nusbaum (1997). An AT-MIO-16E2 board was used for data acquisition with LabWindows/CVI software (National Instruments) on a PC. Data were analyzed using Unix shell scripts.

Model. Int1, MCN1, and the LG neuron were modeled as conductance-based Hodgkin and Huxley (1952)-type neurons. These three neurons were modeled with three compartments (Fig. 1A). In MCN1, the three compartments represented the soma, axon, and axonal terminals. These compartments were used to separate the site of the electrical coupling between MCN1 and the LG neuron (axon) from the site of MCN1 synaptic release (axonal terminals). The soma compartment was passive, whereas the axon and the axonal terminals included voltage-dependent conductances. In the cases of Int1 and the LG neuron, the three segments represented the soma, axon, and neurite. This spatial arrangement was chosen to isolate the spike-generation zone (axon) and the site of synaptic inputs (neurite) from the soma so that the membrane potentials recorded from the soma were within the biological range. The AB neuron inhibition to Int1 was modeled as a periodic synaptic current with a conductance given by the α function:

\[ I_{AB-Int}(t) = g_{max} \frac{t}{\tau} \exp\left(\frac{t - t}{\tau}\right) (V_{Int} - E_{AB-Int}) \]

where \( t \) is the time constant of the α function (in msec), \( E_{AB-Int} \) is the reversal potential (set to −70 mV), and \( g_{max} \) is the maximal (peak) synaptic conductance (see Table 2). All simulations were done with NEURON (Hines, 1993). The soma segments were spheres with diameter of 125 μm. All other segments were cylinders with a length of 1000 μm and a diameter of 2.5 μm. The axial resistance \( R_a \) was 200 Ωcm. NEURON automatically divided the segments into isopotential compartments (of length \( \lambda/10 \), where \( \lambda \) is the passive space constant).

Equations. In each segment of the model neurons, the membrane potential \( V \) was obtained by numerical integration of the differential equation:

\[ -C \frac{dV}{dt} = I_{total} \]

where \( C \) is the specific capacitance (1 μF/cm²) and \( I_{total} \) is the sum of all currents flowing in that segment:

\[ I_{total} = I_{sak} + \sum I_{ion} + \sum I_{syn} + I_{axial} - I_{est} \]

Each ionic current was modeled with:

\[ I_{ion} = g_{ion} m^q h^q (V - E_{ion}) \]

where \( q \) is 0 or 1 and \( m \) and \( h \) are governed by the following equations:

\[ \tau_m(V) \frac{dx}{dt} = x(V) - x \quad x = m, h \]

\[ x(V) = 1/(1 + \exp(k(V - V_{ij})) \]

\[ \tau_h(V) = \tau_1 + \tau_2/(1 + \exp(l(V - V_{ij})) \]

The parameter values for the ionic and leak currents in each neuron are given in Table 1. The synaptic currents were computed using:

\[ I_{syn} = g_{syn} S(V - E_{syn}) \]

Synaptic currents were modeled as graded functions of the presynaptic voltage \( V_{pre} \):

\[ \tau_s(V_{pre}) \frac{dS}{dt} = S(V_{pre}) - S \]

\[ S(V_{pre}) = \exp(\kappa(V_{pre} - V_i)) \]

\[ \tau_s(V_{pre}) = \tau_1 + \tau_2/(1 + \exp(\lambda(V_{pre} - V_\lambda)) \]

with parameter values provided by Table 2.

In the MCN1 axon and the LG neuron neurite, a current describing the electrical coupling between the two segments was added to the sum of currents:

\[ I_{elec} = g_{elec}(V - V_{neighbor}) \]

where \( V_{neighbor} \) is the voltage of the coupled segment.

Tuning the model parameters. We tuned the parameters of the biophysical model so that it reproduced the known output of the biological network as closely as possible (Coleman et al., 1995).

Because there is little information on the intrinsic ionic currents of individual neurons in this network, each neuron was modeled using only leak, fast Na⁺, and delayed-rectifier K⁺ currents. The Int1 model cell was also modeled with a hyperpolarization-activated inward current \( I_h \) to help it escape from LG neuron inhibition. In the absence of MCN1 stimulation, Int1 and the LG neuron constitute an asymmetric pair of reciprocally inhibitory neurons, where the LG neuron is quiescent and Int1 is active (Coleman et al., 1995). This asymmetry was introduced into the model by shifting the steady-state activation curve of the Int1 Na⁺ current by −5 mV, and the steady-state activation curve of the Int1 K⁺ current by −4 mV relative to those of the LG neuron. The steady-state Na⁺ and K⁺ activation curves and time constants were adjusted so that the spike frequencies of the model LG neuron and Int1 were comparable to those of the biological cells.

Most synapses within the STG have a large graded component (Graubard, 1979; Graubard et al., 1980, 1983), and therefore we modeled most of the synaptic connections as graded. A graded synaptic connection from Int1 to the LG neuron is important and consistent with the known biological data. For example, in response to the AB neuron’s inhibition of Int1, Int1 hyperpolarizes and stops firing action potentials, and the LG neuron depolarizes but does not necessarily fire (Fig. 1B). It thus appears that during the AB neuron’s inhibition of Int1, Int1 still inhibits the LG neuron and prevents it from firing action potentials.

In contrast with other synapses in the network under study, the synaptic connection from the LG neuron to Int1 has a large spike-mediated component, apparent from the large IPSPs observed in the Int1 trajectory during its interburst phase (Fig. 1B). The presynaptic threshold of the model LG neuron to Int1 synapse was adjusted so that individual action potentials in the LG neuron produced fast, large IPSPs in Int1. To model the fast rise of the synaptic current in response to the presynaptic action potential, we combined the fast rise-time of the synaptic current and its slow decay into \( \tau_s(V_{pre}) \), the synaptic time constant of the LG neuron to Int1 synapse: fast (3 msec) at values more depolarized than −25 mV, corresponding to the rise of the IPSPs, and slow (100 msec) at more hyperpolarized membrane potentials, corresponding to the decay rate of the IPSPs. The model synapse from the LG neuron to Int1 is purely spike-mediated, and this is reflected in the voltage dependence of the synaptic time constant.

The synaptic connection from the LG neuron to MCN1 (the presynaptic inhibition) was modeled using a steep sigmoidal input/output curve (Table 2). When the LG neuron was in its burst phase, it strongly inhibited the compartment representing the axonal terminals of MCN1 and completely eliminated the chemical MCN1 excitation of Int1 and the LG neuron. When the LG neuron was not bursting, it had no effect on the MCN1 chemical excitation of Int1 and the LG neuron.

The biological MCN1 was stimulated with a 15 Hz extracellular stimulus. The model MCN1 was stimulated with a constant current of 20 nA/cm² in the soma compartment, producing an average firing rate of 15 Hz. The electrical coupling between MCN1 and the LG neuron contributes significantly to LG neuron activity (Coleman et al., 1995). It is also clear that the electrical coupling alone, without the chemical excitation from MCN1, is not sufficient to maintain LG neuron bursting (Coleman et al., 1995). We therefore adjusted the strength of the model MCN1 to LG neuron electrical coupling such that the LG neuron (1) when switching to a burst produced action potentials with the electrical coupling but not without it and (2) could not maintain firing indefinitely and stopped producing action potentials when the effect of the chemical excitation waned.

As a result of the above process, we obtained a set of parameters, termed the canonical model, that produced activity resembling that of the biological system (Fig. 1C). Despite the fact that the model does not
exactly reproduce the biological voltage traces, the results reported are general and robust. The parameters of the canonical model are listed in Tables 1 and 2.

Figure 2 shows expanded time base recordings of the canonical model in the absence of MCN1 activity (Fig. 2A) and at the transitions (dotted lines) between Int1 and LG neuron bursts (Fig. 2B). The transition associated with the termination of LG neuron activity occurs because the last spike in the LG neuron burst fails, as a consequence of the decreasing

Figure 1. The MCN1-elicited gastric mill rhythm in the crab *Cancer borealis*. A, Schematic representation showing the compartmental model used to model the MCN1-elicited gastric mill rhythm. Int1, MCN1, and the LG neuron were modeled with three compartments each. The AB neuron input to Int1 was modeled as a periodic injection of an inhibitory synaptic conductance into Int1 (see Results). B, Biological intracellular recordings of Int1 and the LG neuron in the absence (left) and presence (right) of MCN1 stimulation. The most hyperpolarized membrane potential in the traces was −58 mV for the LG neuron and −46 mV for Int1. Adapted from Coleman et al. (1995). C, Model traces of Int1 and the LG neuron membrane potentials in the absence (left) and presence (right) of MCN1 stimulation. The most hyperpolarized membrane potential in the traces was −56 mV for the LG model neuron and −71 mV for the model Int1.
excitation from MCN1, allowing Int1 to depolarize. These recordings also illustrate both the spike-mediated IPSPs evoked in Int1 by the LG neuron, and the small depolarizations in the LG neuron caused by the electrical coupling between it and the active MCN1. The spiking frequency of MCN1 was 16 Hz when Int1 was bursting and 14 Hz when the LG neuron was bursting (and inhibiting MCN1).

RESULTS

The gastric mill rhythm in the STG of the crab *Cancer borealis*, exhibits a network-generated oscillation with a period of 7–15 sec. This rhythm can be elicited by tonic MCN1 stimulation (Fig. 1B). When MCN1 is silent, the LG neuron shows subthreshold depolarizations that are time-locked with the fast pyloric rhythm, and Int1 fires action potentials except when inhibited in pyloric time. MCN1 action potentials elicit EPSPs in Int1 and the LG neuron. When MCN1 is stimulated sufficiently, these EPSPs result in a rhythm in which the LG neuron bursts in antiphase with Int1 (Fig. 1B). At the heart of the circuit is the reciprocally inhibitory Int1 and LG neuron pair (Fig. 1A). The LG neuron also presynaptically inhibits the terminals of MCN1 in the STG and is electrically coupled to MCN1.

On the basis of the anatomical and physiological data, Coleman et al. (1995) suggested the following verbal model for the MCN1-activated gastric mill rhythm. When MCN1 is activated, it excites Int1 rapidly and produces a slower excitation of the LG neuron. The rapid excitation of Int1 enhances its pyloric rhythm-timed bursts, causing a stronger inhibition of the LG neuron. Here Int1 is active, and the LG neuron is inhibited. Because the LG neuron continuously receives slow excitation from MCN1, it slowly depolarizes. Eventually, the LG neuron escapes from Int1 inhibition and starts to fire. The LG neuron burst inhibits Int1, which stops firing and hyperpolarizes. At the same time, the LG neuron continuously receives electrical excitation from MCN1. The electrical coupling by itself is not sufficient to sustain LG neuron firing, and as the
effect of the chemical excitation from MCN1 wanes, the LG neuron burst terminates and the cycle repeats. The hypothesis resulting from this verbal model (Coleman et al., 1995; Marder, 1996) was that the period of the gastric mill rhythm would be determined by the time course and strength of the slow EPSP evoked in the LG neuron by MCN1.

The voltage traces of both the biological rhythm (Fig. 1B) and the canonical model (Fig. 1C) suggest that the verbal model described above contains only part of the story. In the absence of MCN1 stimulation, Int1 receives pyloric-timed inhibition from the AB neuron. When Int1 is hyperpolarized, it releases less inhibitory transmitter, producing a pyloric-timed disinhibition in the LG neuron. When MCN1 is stimulated to produce a gastric mill rhythm, note that each transition of the LG neuron from inactive to active coincides with the peak of a pyloric-timed disinhibition. This suggests that the gastric mill period might be determined by the interaction between the strength and time course of the MCN1-produced slow depolarization of the LG neuron and the strength and period of the pyloric-timed disinhibitions of the LG neuron. In this paper we examine systematically these four parameters and their interactions with the other parameters in the model.

The effect of the slow MCN1 excitation of the LG neuron

We examined the effect of the time constant of the MCN1 to LG neuron slow chemical excitation ($\tau_{MCN1\rightarrow LG}$; both $\tau_3$ and $\tau_4$ in Table 2) on the model gastric mill period. Figure 3 shows the model gastric mill period as a function of $\tau_{MCN1\rightarrow LG}$ for a pyloric period of 1 sec. The dotted lines indicate the values for the canonical model. The overall trend was a linear increase of gastric mill periods with $\tau_{MCN1\rightarrow LG}$. As the time constant was varied 13-fold, the period varied almost 10-fold, indicating a strong dependence of the model gastric mill rhythm on the slow MCN1 to LG neuron excitation, as predicted by Coleman et al. (1995). At most values of $\tau_{MCN1\rightarrow LG}$, however, the model gastric mill rhythm alternated between two and three discrete periods. As $\tau_{MCN1\rightarrow LG}$ increased, these discrete periods were locally constant and increased in a stepwise manner, with the step size determined by the pyloric period. The overall linear dependence of gastric mill period on $\tau_{MCN1\rightarrow LG}$ was not affected by the pyloric period (data not shown). The staircase-like graph in Figure 3 implies that factors other than $\tau_{MCN1\rightarrow LG}$ might also influence the gastric mill period.

The effect of the pyloric period on the gastric mill period

We tested the dependence of the gastric mill period on the pyloric period. Figure 4A shows the behavior of the canonical model (when the pyloric period was 1 sec). The period of the gastric mill oscillation alternated between two values, equal to 9 and 10 times the pyloric period.
The pyloric period. This discrete variation in the gastric mill period is consistent with the staircase effect seen in Figure 3. To assess fully the effect of different pyloric periods on the gastric mill period, a 200 sec simulation was run at a fixed pyloric period, and the gastric mill periods were measured. This procedure was repeated for a range of naturally occurring pyloric periods.

Figure 4B shows these gastric mill periods plotted against the pyloric period. The solid lines are given by $P_{\text{Gastric}} = kP_{\text{pyl}}$, where $P_{\text{pyl}}$ is the pyloric period (the horizontal axis), $P_{\text{Gastric}}$ is the gastric mill period (the vertical axis), and $k$ is an integer between 4 and 20. All values of the gastric mill period fell on these lines, indicating that $P_{\text{Gastric}}$ was always an integer multiple of $P_{\text{pyl}}$. At some values of $P_{\text{pyl}}$, $P_{\text{Gastric}}$ had a unique value. For most $P_{\text{pyl}}$ values however, the model produced oscillations at two or three different periods. In general, small increments in $P_{\text{pyl}}$ resulted in a linear increase of $P_{\text{Gastric}}$. For example, compare $P_{\text{Gastric}}$ at $P_{\text{pyl}} = 0.925$ sec ($\triangle$), $P_{\text{pyl}} = 1$ sec ($\circ$) and $P_{\text{pyl}} = 1.05$ sec ($\square$). This, however, was a local trend; $P_{\text{Gastric}}$ did not increase beyond 14 sec. As $P_{\text{Gastric}}$ approached this upper limit, a further increase in $P_{\text{pyl}}$ resulted in a decrement of $n$ (the number of pyloric cycles per gastric mill cycle) by 1. These sharp transitions restricted $P_{\text{Gastric}}$ to values between 8 and 14 sec. On average, $P_{\text{Gastric}}$ increased modestly with $P_{\text{pyl}}$ (slope $= 0.73$, with a linear fit).

In Figure 4C, the data in Figure 4B are replotted with the number of pyloric cycles per gastric mill cycle as a function of pyloric period. This plot highlights the fact that in all cases the gastric mill period was an integer function of the pyloric period and demonstrates that as the pyloric period increased there was less variability in the number of pyloric cycles in each gastric mill period.

The onset of the LG burst is locked to the pyloric time

In the model gastric mill rhythm, cycle periods are integer multiples of the pyloric period. This caused us to ask whether the same relationship holds in data taken from biological preparations. Therefore, we analyzed sections of data from MCN1-stimulated gastric mill rhythms. We examined the onset and termination times of the LG neuron bursts, relative to the pyloric rhythm. Because the AB and pyloric dilator (PD) neurons are electrically coupled and fire together, the units on the pyloric dilator nerve (Fig. 5A, pdn), which are extracellularly recorded spikes of the two PD neurons, coincide with the AB neuron burst. The pyloric latency of the LG neuron burst (recorded as the large unit on the lateral gastric nerve) onset is the time between the onset of the burst on the pyloric dilator nerve just previous to the onset of the LG neuron burst, and the onset of the LG neuron burst (Fig. 5A). The pyloric latency of the LG neuron burst termination is the time between the onset of the pyloric dilator nerve burst just previous to the termination of the LG neuron burst and the termination of the LG neuron burst (Fig. 5A).

To obtain a range of pyloric periods, we injected DC current into the biological AB neuron. Figure 5B shows the pyloric latencies of the LG neuron burst onset and termination as a function of pyloric period, in one biological preparation. The dotted line ($x = y$) represents the time of the next AB neuron burst. In this experiment, over the whole range of pyloric periods, the pyloric latencies of the LG neuron burst onset and termination were $265 \pm 48$ and $883 \pm 409$ msec, respectively (mean ± SD). The variability of the pyloric latency of the LG neuron burst onset was much smaller than that of the LG neuron burst termination. In five preparations, the range of the standard deviations for the LG neuron burst onset was between 21 and 60 msec, whereas the range of the standard deviations for the LG neuron burst termination was between 181 and 427 msec. These results suggest that the biological LG neuron burst onset, but not its termination, is time-locked to the pyloric rhythm.
Figure 5C shows the pyloric latency of the model LG neuron burst onset and termination as a function of the pyloric period. For a range of pyloric periods between 500 and 4000 msec, the pyloric latencies of the LG neuron burst onsets and terminations were $261 \pm 29$ and $1201 \pm 890$ msec (mean $\pm$ SD), respectively. As in the experiments, the model LG neuron burst onset was time-locked to the pyloric rhythm. However, this figure also emphasizes that the LG neuron burst termination was not entirely independent of the pyloric rhythm. Indeed, at pyloric periods above 3.1 sec, the pyloric latency of the LG neuron burst termination was always larger than 1.4 sec. These large pyloric latencies occurred because the LG neuron burst duration had an upper and lower limit (as described later in Results). Therefore, for these pyloric periods, the LG neuron burst duration was considerably larger (at least 1.4 sec) than one pyloric period but smaller than two pyloric periods.

**Sensitivity of the gastric mill period to model parameters**

To examine the dependence of the gastric mill period on model parameters we used two procedures. First, we did a sensitivity analysis of the rhythm period to small changes in parameters around those of the canonical model to determine which small changes in parameters altered the model behavior the most. Second, we varied each parameter over a large range to determine the overall dependence of model behavior on each parameter. We start with the results of the sensitivity analysis.

We varied each parameter by $\pm 10\%$ of its canonical value, measured the model gastric mill periods, and compared them with the period of the canonical model (Fig. 6). We define the sensitivity of period as:

$$S_{\text{period}} = \frac{\Delta \text{period}}{\Delta \text{parameter/parameter}},$$

where period refers to the average of all gastric mill periods in a 200 sec run.

Negative values of $S_{\text{period}}$ indicate a decrease in period when the parameter value increases. We found that the gastric mill period was most sensitive to the synaptic conductance of the AB neuron inhibition of Int1. The model gastric mill oscillations were also sensitive to the strength of the reciprocally inhibitory synapses between Int1 and the LG neuron, especially when $g_{\text{syn}}$ was decreased. $S_{\text{period}}$ did not depend on the MCN1 to Int1 excitation, but was somewhat dependent on the MCN1 to LG neuron excitation. $S_{\text{period}}$ was relatively independent of the electrical coupling conductance between MCN1 and the LG neuron.

$S_{\text{period}}$ did not have a large dependence on other model parameters, including the pyloric period, the maximal conductance of $I_h$ in Int1, and the time constants of the MCN1 to LG neuron, MCN1 to Int1, AB neuron to Int1, Int1 to LG neuron, and LG neuron to Int1 synapses (these $S_{\text{period}}$ values were $<1.25$ in absolute value; data not shown).

**Sensitivity of the gastric mill period to the AB neuron input**

We have shown that the MCN1 excitation of the LG neuron is an important factor in determining the gastric mill period (Fig. 3).
However, the sensitivity analysis in Figure 6 indicated that the gastric mill period was also extremely sensitive to the strength of the AB neuron inhibition of Int1. The interplay between the MCN1 excitation and the AB neuron input is explored in Figure 7. Figure 7A shows the MCN1 to LG conductance and the membrane potentials of Int1 and the LG neuron for a ±10% change in $g_{AB→Int1}$ from its canonical value. The decrease resulted in a 42% longer gastric mill period (Fig. 7A, left traces), and the increase resulted in a 17% shorter gastric mill period (Fig. 7A, right traces).

The effect of $g_{AB→Int1}$ on the gastric mill period can be examined by asking how $g_{AB→Int1}$ determines the timing of the LG burst onset and termination. The LG neuron burst onset occurs when an AB neuron-evoked disinhibition, riding on the slow MCN1-evoked excitation, is sufficient to trigger a burst. The strength of this disinhibition is given by $g_{AB→Int1}$. When $g_{AB→Int1}$ is small, the rising phase of the slow MCN1-evoked excitation builds up for a longer time before a later AB neuron-evoked disinhibition triggers a burst in the LG neuron, and the rising phase terminates at a larger value of $g_{MCN1→LG}$. Likewise, when $g_{AB→Int1}$ is large, the AB neuron-evoked disinhibition triggers a burst in the LG neuron at an earlier time on the rising phase of the slow MCN1-evoked depolarization, and the rising phase terminates at a smaller value of $g_{MCN1→LG}$ (Fig. 7A).

Figure 7B is a superposition of the $g_{MCN1→LG}$ traces from Figure 7A. Notice that because $g_{MCN1→LG}$ exponentially approaches its maximal value, the slope of $g_{MCN1→LG}$ is steeper early in its rise than later. This explains why the duration of the rising phase of the slow MCN1-evoked depolarization is more sensitive to a decrease in $g_{AB→Int1}$ than to an increase in $g_{AB→Int1}$. Also, with smaller $g_{AB→Int1}$, the falling phase of the slow MCN1-evoked excitation starts at a larger $g_{MCN1→LG}$ value. However, for all values of $g_{AB→Int1}$ the falling phase of the slow MCN1-evoked depolarization terminates at approximately the same $g_{MCN1→LG} = g_{min}$ (note the minima of the traces in Fig. 7B). It follows that when $g_{AB→Int1}$ is small, the LG neuron burst duration expands, because it takes longer for the MCN1 excitation to decay back to its minimum.

It is important to note that the effect of changing $g_{AB→Int1}$ was less prominent for the falling phase of the MCN1-evoked excitation than for its rising phase, because of the exponential nature of the $g_{MCN1→LG}$ decay. It is a property of exponential decay that the rate of decay is faster at larger values. When $g_{AB→Int1}$ was small, the falling phase of the slow MCN1-evoked excitation started at a larger $g_{MCN1→LG}$ value and therefore the initial decay rate of $g_{MCN1→LG}$ was faster. The duration of the LG burst was expanded because of a larger $g_{MCN1→LG}$ value at the start of the falling phase of the MCN1-evoked slow depolarization, but this effect on burst duration was partially damped because of the faster decay rate.

When $g_{AB→Int1}$ was set to 0 (Fig. 7C), the model gastric mill rhythm was completely disrupted. In this case, despite reaching its saturation level ($g_{MCN1→LG} = g_{max}$), the MCN1 chemical excitation of LG could not overcome the uninterrupted Int1 inhibition of the LG neuron, and therefore it did not fire.

The AB neuron can initiate an LG neuron burst only after sufficient accumulation of MCN1 excitation of LG

In this section, we formulate the ideas qualitatively described in the previous section in a more rigorous manner. The pyloric latency of the onset of the LG neuron burst was approximately constant (Fig. 5C). This constant latency suggested that the LG neuron burst was initiated by the AB neuron-evoked disinhibition of the LG neuron from Int1. However, not every AB neuron burst triggered an LG neuron burst. Rather, the ability of the AB neuron to evoke an LG neuron burst was gated by a sufficient accumulation of MCN1 excitation to the LG neuron. To demonstrate this, we compared the effect of a single AB neuron burst delivered at different times after the onset of the MCN1 to LG neuron synapse (Fig. 8A). We started the simulation with both MCN1 and the AB neuron off. In this condition, Int1 fired tonically (data not shown), and the LG neuron was quiescent. We then stimulated MCN1 (shown by the bar) and elicited a single AB neuron burst at varying delays ($d$) after the start of the MCN1 stimulation. Figure 8A shows the LG neuron membrane potential when a single AB neuron burst was evoked at delays of 1 sec (bottom trace) to 6 sec (top trace) after the start of the MCN1 stimulation. With short delays, the AB neuron burst triggered a transient subthreshold depolarization; with longer delays, it generated a burst in the LG neuron. Notice that the amplitude of the AB neuron-evoked depolarization in the LG neuron increased as the LG neuron membrane potential depolarized. This increase occurred because the LG neuron depolarization is caused by a conductance decrease (the removal of Int1’s inhibition), and therefore depolarization increases the driving force on the synaptic potential.

In Figure 8B, the LG neuron burst duration is plotted against $d$. No burst was initiated when an AB neuron burst was evoked with $d$ shorter than 4.4 sec. For $d$ between 4.4 and 6.1 sec, the AB neuron burst resulted in either a subthreshold depolarization in the LG neuron or an LG neuron burst. With $d$ longer than 6.1 sec, the AB neuron burst consistently resulted in an LG neuron burst. The duration of these LG neuron bursts increased gradually with $d$. The gradual increase in the LG neuron burst durations can be explained as follows. From the start of the MCN1 stimulation to the start of the LG neuron burst, $g_{MCN1→LG}$ grew from 0 and exponentially approached $g_{max}$, its maximum possible value for
function of the following equation to describe the LG neuron burst duration.

On the basis of these facts, we derived the panel and g of the AB neuron to Int1 inhibition (dashed trace) removed. The gastric mill periods were measured. The parameter value was then increased incrementally by a small amount, and the procedure was repeated.

The interplay between \( g_{MCN1-LG} \) and \( g_{AB-Int1} \)

Figure 9 explores further the interaction of parameter variations of \( g_{MCN1-LG} \) and \( g_{AB-Int1} \) on the gastric mill period. When \( g_{MCN1-LG} \) was decreased from its canonical value (dotted lines), the gastric mill period increased sharply (Fig. 9A) because it took longer for the LG neuron to escape from the Int1 inhibition. The gastric mill rhythm was disrupted when \( g_{MCN1-LG} \) was <0.2 nS/cm². Increasing \( g_{MCN1-LG} \) from its canonical value did not alter the rhythm appreciably. When \( g_{AB-Int1} \) was varied fourfold, the gastric mill period varied 14-fold (Fig. 9B). As \( g_{AB-Int1} \) was decreased, the gastric mill period increased. Gastric mill oscillations were disrupted when \( g_{AB-Int1} \) was <1.25 nS/cm².

Figure 9C summarizes the effects of changes in the two conductances that are responsible for the generation of the MCNI-elicited gastric mill rhythm. Four cases are shown: the top two cases are with \( g_{MCN1-LG} \) held constant and \( g_{AB-Int1} \) varied; underneath are the results of increasing \( g_{MCN1-LG} \). This figure shows that when both \( g_{AB-Int1} \) and \( g_{MCN1-LG} \) were small, the gastric mill period was long; increasing either of them shortened the period. The transition of the LG neuron from off to on occurred at the peak of the pyloric-timed disinhibition of the LG neuron. Consequently, when the LG neuron was depolarized.

Full parameter sweeps

To explore fully the effect of larger parameter variations on the gastric mill period, we did a complete parameter sweep by varying each maximal synaptic conductance from 0 to at least twice its canonical value. At each value of the parameter, the simulation was run for a stretch of 200 sec, and the gastric mill periods were
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The derivation is given in the Appendix. This function (plotted as a dashed line in Fig. 8B) saturates to a maximum of 5.3–5.9 sec (depending on \( g_{min} \)) as \( t \to \infty \).

The results shown in Figure 8B imply that as the pyloric period is changed from its canonical value, the model LG neuron burst duration is approximately restricted between a minimum of 3.5 sec and a maximum of 5.9 sec.
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It is important to note that sensitivity of the gastric mill period to many of the model parameters is the result of the interaction between the slow excitatory input of MCN1 to the LG neuron and the intermittent disinhibition by the AB neuron. Therefore, when the strength of the MCN1 input to the LG neuron is significantly varied, this will in turn alter the specifics of the sensitivity to other model parameters.

The effects of the other MCN1 inputs
To observe the complete range of periods obtained by varying $g_{\text{MCN1} \rightarrow \text{Int1}}$, we changed this parameter by three orders of magnitude (note logarithmic scale on the x-axis of Fig. 10A). The period did not vary with $g_{\text{MCN1} \rightarrow \text{Int1}}$ for values less than the canonical value, but steeply rose at large values of $g_{\text{MCN1} \rightarrow \text{Int1}}$ (Fig. 10A). At very large values of $g_{\text{MCN1} \rightarrow \text{Int1}}$, the strong excitation of Int1 produced a strong inhibition from Int1 to the LG neuron, which competed with the MCN1 excitation of the LG neuron and slowed down the gastric mill rhythm (data not shown). At $g_{\text{MCN1} \rightarrow \text{Int1}}$ values $>29$ nS/cm$^2$, the MCN1 excitation of the LG neuron was insufficient to overcome the inhibition from Int1, and the rhythm was disrupted.

All parameters discussed so far affected the gastric mill period by altering the duration of the interburst phase of the LG neuron (which coincides with the Int1 burst). In contrast, the strength of the electrical coupling $g_{\text{elec}}$ determines the LG neuron burst duration. As mentioned in Materials and Methods, the canonical value of $g_{\text{elec}}$ was tuned so that the LG neuron could not maintain a burst of action potentials solely attributable to MCN1 electrical excitation. An increase in $g_{\text{elec}}$ increased the duration of the LG neuron burst and therefore the rhythm period (Fig. 10B). For $g_{\text{elec}} > 0.155$ nS/cm$^2$, the gastric mill oscillations were disrupted, with the LG neuron firing tonically and continually inhibiting Int1. The disruption of the gastric mill rhythm in this case was qualitatively different from the other cases described above, in which Int1 fired continuously and inhibited the LG neuron.

The effect of the reciprocally inhibitory LG neuron to Int1 synapses
Figure 11A shows the effect of the maximal synaptic conductance of the LG neuron to Int1 synapse. When $g_{\text{LG} \rightarrow \text{Int1}}$ was small, the rhythm had a period equal to the pyloric period (left inset). In this case, whenever the AB neuron inhibited Int1, the LG neuron fired an action potential. However, because the LG neuron to Int1 inhibition was weak, at the end of the AB neuron inhibition Int1 produced a burst. In this case, the transition from the LG neuron burst to Int1 burst was determined by the properties of the nonactive Int1. As $g_{\text{LG} \rightarrow \text{Int1}}$ increased, the gastric mill period sigmoidally increased and reached a saturation level of 10 sec. This saturation was caused by the fact that no matter how strong the LG neuron to Int1 inhibition was, the LG neuron burst duration was determined by the waning of the chemical excitation from MCN1 to LG neuron. At these large values of $g_{\text{LG} \rightarrow \text{Int1}}$, the LG neuron burst terminated independently of whether Int1 fired (data not shown). Therefore, the transition from the LG neuron burst to Int1 burst was determined only by the active LG neuron (right inset). The canonical model (dotted lines) is closer to the extremity at which the active LG neuron determines the transitions from LG neuron burst to Int1 burst.

Figure 11B shows the effect of varying $g_{\text{Int1} \rightarrow \text{LG}}$ on the rhythm period. When $g_{\text{Int1} \rightarrow \text{LG}} = 0$, the AB neuron did not play any role in the model oscillation. Consequently, the gastric mill rhythm was not locked to the pyloric rhythm but was produced merely by
the interaction between MCN1 and the LG neuron (left inset). As $\tilde{g}_{\text{MCN1} \rightarrow \text{LG}}$ increased, the MCN1 to LG neuron excitation had to overcome more of Int1’s inhibition, and thus it took longer for the LG neuron to start a burst (right inset). Beyond the value of 1.87 nS/cm$^2$, the MCN1 excitation of the LG neuron did not accumulate enough to overcome Int1’s inhibition of the LG neuron. Consequently, the gastric mill rhythm was disrupted and replaced by pyloric-timed firing of Int1 and subthreshold oscillations in the LG neuron (data not shown).

Figure 11 illustrates that the transitions from Int1 burst to LG neuron burst and from the LG neuron burst to Int1 burst are generated by different mechanisms. When $\tilde{g}_{\text{Int1} \rightarrow \text{LG}} = 0$ (left inset) or was very small (data not shown), the transition from Int1 burst to LG neuron burst was completely independent of the presynaptic neuron. This changed with larger values of $\tilde{g}_{\text{Int1} \rightarrow \text{LG}}$. However, in contrast to the case of $\tilde{g}_{\text{LG} \rightarrow \text{Int1}}$ (Fig. 11A), the transition from Int1 burst to LG neuron burst was never purely dependent on the presynaptic neuron (there was no saturation of period as $\tilde{g}_{\text{Int1} \rightarrow \text{LG}}$ increased).

**DISCUSSION**

As animals move through the world, their nervous systems generate various oscillatory discharges that generate movement or may be important for sensory processing (Gray, 1995; Marder and Calabrese, 1996). Often, meaningful movement demands coordination among several central pattern-generating circuits that produce rhythmic motor patterns of different frequencies. However, relatively little is known about the biological mechanisms by
which rhythmic neural circuits of different frequencies interact (Bartos and Nusbaum, 1997). The stomatogastric nervous system generates several behaviorally relevant rhythmic motor patterns of significantly different periods. Uncovering the mechanisms by which the coupling among these subcircuits of the stomatogastric nervous system is achieved should provide insights into various mechanisms used in biological systems for coordinating the activity of different-period oscillators.

There is a significant amount of both experimental and theoretical work on oscillators formed by two reciprocally inhibitory neurons (Perkel and Mulloney, 1974; Satterlie, 1985; Wang and Rinzel, 1992, 1993; Friesen, 1994; Skinner et al., 1994; Van Vreeswijk et al., 1994; Calabrese, 1995; Nadim et al., 1995; Olsen et al., 1995; Gerstner et al., 1996; Sharp et al., 1996). In these cases, the two neurons are either identical or close in physiological properties, and the transitions are generally symmetrical. At the center of the circuit we are studying is a reciprocally inhibitory pair of neurons, the LG neuron and Int1, that have distinct properties. Indeed, under one set of conditions, Int1 exhibits pyloric-timed activity, and the LG neuron is silent. Here, the transformation of the Int1/LG neuron pair into an anti-phase

**Figure 10.** The effect of changing maximal synaptic conductances of the MCN1 to Int1 synapse (A) and the MCN1 to LG electrical coupling (B) on the model gastric mill period. Dotted lines represent the values of the canonical model. The x-axis in B is plotted on a logarithmic scale because the MCN1 to Int1 conductance is varied 2000-fold.

**Figure 11.** The effect of changing the maximal synaptic conductances of the reciprocally inhibitory pair. Dotted lines represent the values of the canonical model. A, The model gastric mill period as a function of $g_{LG \rightarrow Int1}$. Insets show Int1 and LG neuron activity for $g_{LG \rightarrow Int1} = 0.15$ nS/cm$^2$ and $g_{LG \rightarrow Int1} = 2.0$ nS/cm$^2$. B, The model gastric mill period as a function of $g_{Int1 \rightarrow LG}$. Insets show Int1 and LG neuron activity for $g_{Int1 \rightarrow LG} = 0$ nS/cm$^2$ and $g_{Int1 \rightarrow LG} = 1.8$ nS/cm$^2$. 
oscillator requires that the level of excitation of the two neurons be made more equivalent, and this is accomplished by the activation of the modulatory neuron. This is similar to the results of Miller and Selverston (1982), who obtained stable alternating bursts from the LP and PD neurons in the stomatogastric ganglion only when the appropriate level of current injection was chosen carefully. However, unlike the case of anti-phase oscillators formed from similar neurons, the asymmetry of this circuit raises the possibility that the transitions from off to on and from on to off may occur by different cellular mechanisms. To the extent to which the MCN1-activated gastric mill rhythm can be thought of as an asymmetric anti-phase oscillator, one would expect—and our simulations show (Fig. 11)—that the period of the gastric mill rhythm reflects strongly on the strengths and time courses of the reciprocally inhibitory synapses between Int1 and the LG neuron.

In the original work on the MCN1-activated gastric mill rhythm, the emphasis was placed on the interaction between the LG neuron and the MCN1 axon terminals. In this formulation, Int1 is a “follower” and fires in anti-phase to the LG neuron, but the essential burst-generating mechanism is the LG neuron inhibition of MCN1 and the slow MCN1 excitation of the LG neuron (Coleman et al., 1995; Marder, 1996). The naive prediction of the “word model” was that the period of the MCN1-activated gastric mill rhythm would depend primarily on the strength and time course of the MCN1 excitation of LG. One of our motivations in constructing the biophysical model of the MCN1-elicited gastric mill rhythm was to determine the relative role of these two mechanisms in producing a stable rhythm. By exploring the sensitivity of each of the components of the model to parameter changes, we hoped to obtain insight into how the MCN1-activated gastric mill rhythm was produced and controlled.

To our surprise, in the process of building the model, we discovered the hitherto unexpected crucial role that the pyloric-timed inhibition of Int1 from the AB neuron plays in the construction of the MCN1-activated gastric mill rhythm. In this new mechanism, the AB neuron inhibition of Int1 provides a phasic disinhibition of the LG neuron, which acts synergistically with the slow depolarization from MCN1 (Fig. 9C). In effect, the LG neuron receives an enabling depolarization that is then phasically gated by the pyloric rhythm.

**Functional significance of the pyloric–gastric interaction**

The mechanism that we describe here produces obligatory coupling between the pyloric and gastric mill rhythms. Given that food must move from the gastric mill, where chewing occurs, to the pylorus, which filters the chewed food, and that these regions of the crustacean foregut are mechanically coupled, it is easy to imagine that it is advantageous to provide a fixed temporal relationship between the pyloric and gastric rhythms. Indeed, this model predicts, and our data show, that there is a fixed pattern of coupling between pyloric and gastric mill rhythms, and that there is a fixed latency between the burst discharge of the AB neuron and the onset of the LG neuron burst in the MCN1-activated gastric mill rhythm. Moreover, we predict that analyses of gastric mill activity stimulated by MCN1 should reveal the same kind of integer coupling as seen in the model.

There are myriad cases in which it may be important to produce some kind of obligatory coupling between fast and slow rhythms that ensures that the slower rhythm occurs at a fixed time or latency with respect to a faster rhythm. For example, breathing and locomotor patterns must be appropriately coupled to achieve optimal biomechanics (Bramble and Carrier, 1983; Graves et al., 1983; Ramirez and Pearson, 1989; Baudinette, 1991; Syed and Winlow, 1991; Young et al., 1992; Bramble and Jenkins, 1993; Funk et al., 1993; LaFortuna et al., 1996). The mechanism revealed here is one of a family of similar mechanisms (LoFaro et al., 1994) that allows a fast rhythm to influence the period of a slower rhythm over a long dynamic range. In this light, it is important to reiterate that the variations in gastric mill period produced by alterations in the strength of the coupling from the pyloric to gastric mill can be significantly larger than the pyloric period itself. This “gearing” effect may be critical for maintaining appropriate coupling between two rhythms of a very different period that nonetheless must be kept in register.

**Consequences of the locus of neuromodulatory control**

The gastric mill and pyloric rhythms are influenced by many known modulatory neurons that release various amines and neurotransmitters (Marder and Calabrese, 1996). An immediate and interesting consequence of the organization described in this paper is that modulation of the gastric mill rhythm could be produced directly by modulation of the gastric mill circuit, or indirectly by modulation of the strength of the AB neuron to Int1 synapse, the amplitude and duration of the AB neuron burst, or the period of the pyloric rhythm. Figure 12 is a schematic drawing that illustrates the potential consequences of modulation at various loci in this coupled network. Figure 12A shows that the pyloric and gastric mill rhythms are coupled. In principle, modulatory substances could act directly on the neurons of the gastric mill network. For example, neuromodulatory substances could alter the properties of Int1 and the LG neuron (or their connections) to produce a gastric mill rhythm that was more independent of pyloric timed inhibition (Fig. 12B), in which case the obligatory coupling between the pyloric and gastric rhythms might be lost. Alternatively, modulatory substances could act directly to alter the period of the pyloric rhythm (Fig. 12C) to produce changes in the gastric mill period, or modulatory substances might directly influence the strength of the AB neuron to Int1 synapse (Fig. 12D). The work presented in this paper argues that a very effective way to modulate the gastric mill rhythm would be to target the strength of this synapse, which would produce modifications of the gastric mill period without altering the pyloric rhythm.

It is important to reiterate that the work described here points out unambiguously that modulation of the period of an oscillator may be more selectively controlled not by direct actions of neuromodulatory substances on the neurons of that network but by altering the extent of coupling between that network and another.

**Smooth segues between mechanisms**

An attractive speculation is that in some modulatory environments the Int1/LG neuron pair may be very close to being able to produce a self-sustaining half-center type oscillation and that the inputs from MCN1 and the AB neuron need only to be relatively weak to obtain a gastric mill rhythm. Under other modulatory conditions it is possible that the MCN1 to the LG neuron synapse is the dominant mechanism producing the gastric rhythm and that Int1 is almost a “follower.” Under yet other modulatory conditions, it is possible that the gastric mill rhythm depends primarily on the AB neuron to Int1 inhibition and is only weakly dependent on MCN1. We conjecture that the rich modulatory environment
APPENDIX: DERIVATION OF EQUATION 1

We have shown that after sufficient accumulation of the MCN1 to LG neuron excitation, a single AB neuron burst can initiate an LG neuron burst (Fig. 8). The time of this single AB neuron burst calculated from the beginning of the MCN1 stimulation is denoted by d. Equation 1 describes the relationship between the LG neuron burst duration (B) and d based on the dynamics of the synaptic conductance from MCN1 to the LG neuron.

This conductance \( g_{\text{MCN1-LG}} \) is given by \( g_{\text{MCN1-LG}} S \), where \( S \) obeys the differential equation:

\[
\tau_s (V_{\text{MCN1}}) \frac{dS}{dt} = S_s (V_{\text{MCN1}}) - S, \tag{A1}
\]

and \( V_{\text{MCN1}} \) is the potential of the MCN1 axonal terminals (see Materials and Methods).

Because \( \tau_s (V_{\text{MCN1}}) \) is several orders of magnitude longer than the duration of MCN1 action potentials (Table 2), in calculating \( S \) we can ignore these action potentials and use the average MCN1 membrane potential \( \bar{S}_{\text{MCN1}} \). During the time interval \( d \), \( S \) grows from its initial value of 0 and exponentially approaches \( S_{\text{max}} (\sim S_s (V_{\text{MCN1}})) \) with time constant \( \tau_{\text{rise}} = \tau_s (V_{\text{MCN1}}) \). During the LG neuron burst, \( S \) decays exponentially toward 0 with time constant \( \tau_{\text{fall}} = \tau_s (V_{\text{MCN1}}) \). We denote the value of \( S \) when it grows by \( S_{\text{rise}}(t) \) and when it is decays by \( S_{\text{fall}}(t) \). From Equation A1, \( S_{\text{rise}} \) and \( S_{\text{fall}} \) obey the following differential equations:

\[
\tau_{\text{rise}} \frac{dS_{\text{rise}}}{dt} = S_{\text{max}} - S_{\text{rise}}, \tag{A2}
\]

\[
\tau_{\text{fall}} \frac{dS_{\text{fall}}}{dt} = -S_{\text{fall}}. \tag{A3}
\]

Solving A2 for an arbitrary initial value \( S_{\text{rise}}(0) \) we obtain:

\[
S_{\text{rise}}(t) = S_{\text{rise}}(0) e^{-t/\tau_{\text{rise}}} + S_{\text{max}} (1 - e^{-t/\tau_{\text{rise}}}). \tag{A4}
\]

For conditions described in the discussion of Equation 1, the MCN1 to LG neuron synaptic conductance is initially zero, hence \( S_{\text{rise}}(0) = 0 \). The value of \( S_{\text{rise}} \) at the onset of the LG neuron burst \( (t = d) \) is:

\[
S_{\text{rise}}(d) = S_{\text{max}} (1 - e^{-d/\tau_{\text{rise}}}). \tag{A5}
\]

During the LG neuron burst, \( S_{\text{fall}} \) decays from this initial value \( S_{\text{rise}}(d) \) toward 0. However, the LG neuron burst terminates before \( S_{\text{fall}} \) reaches 0, at some value \( S_{\text{min}} \). The LG neuron burst duration (B) is the time it takes \( S_{\text{fall}} \) to decay from \( S_{\text{rise}}(d) \) to \( S_{\text{min}} \). Solving A3 for an arbitrary initial condition \( S_{\text{fall}}(0) \) we obtain:

\[
S_{\text{fall}}(t) = S_{\text{fall}}(0) e^{-t/\tau_{\text{fall}}}. \tag{A6}
\]

Substituting \( S_{\text{fall}}(0) = S_{\text{rise}}(d) \) and using A4 we get:

\[
S_{\text{fall}}(B) = S_{\text{rise}}(d) e^{-B/\tau_{\text{fall}}} = S_{\text{max}} (1 - e^{-d/\tau_{\text{fall}}}) e^{-B/\tau_{\text{fall}}}. \tag{A7}
\]

Solving A5 for B and substituting \( S_{\text{fall}}(B) = S_{\text{min}} \) we obtain:

\[
B = \tau_{\text{fall}} \log \left( \frac{S_{\text{max}}}{S_{\text{min}}} (1 - e^{-d/\tau_{\text{fall}}}) \right) = \tau_{\text{fall}} \log \left( \frac{S_{\text{max}}}{S_{\text{min}}} (1 - e^{-d/\tau_{\text{fall}}}) \right). \tag{A8}
\]
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