In Vitro Analog of Operant Conditioning in Aplysia. I. Contingent Reinforcement Modifies the Functional Dynamics of an Identified Neuron
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Previously, an analog of operant conditioning in Aplysia was developed using the rhythmic motor activity in the isolated buccal ganglia. This analog expressed a key feature of operant conditioning, namely a selective enhancement in the occurrence of a designated motor pattern by contingent reinforcement. Different motor patterns generated by the buccal central pattern generator were induced by monotonic stimulation of a peripheral nerve (i.e., n.2,3). Phasic stimulation of the esophageal nerve (E n.) was used as an analog of reinforcement. The present study investigated the neuronal mechanisms associated with the genesis of different motor patterns and their modifications by contingent reinforcement. The genesis of different motor patterns was related to changes in the functional states of the pre-motor neuron B51. During rhythmic activity, B51 dynamically switched between inactive and active states. Bursting activity in B51 was associated with, and predicted, characteristic features of a specific motor pattern (i.e., pattern I). Contingent reinforcement of pattern I modified the dynamical properties of B51 by decreasing its resting conductance and threshold for eliciting plateau potentials and thus increased the occurrences of pattern I-related activity in B51. These modifications were not observed in preparations that received either noncontingent reinforcement (i.e., yoke control) or no reinforcement (i.e., control). These results suggest that a contingent reinforcement paradigm can regulate the dynamics of neuronal activity that is centrally programmed by the intrinsic cellular properties of neurons.
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Operant conditioning is a form of associative learning in which the probability of occurrence of an emitted behavior (i.e., an operant) is modified by the delivery of reinforcement that is contingent on the occurrence of the behavior (Skinner, 1938; Konorski, 1948; Skinner, 1966; Maier, 1989). Different behaviors are possible in a given sensory context. In operant conditioning, the contingent association of reinforcement with a specific behavior selectively modifies the likelihood of occurrence of that behavior (Thornidge, 1911, 1933; Skinner, 1981).

Operant conditioning modifies the probabilistic occurrence of behaviors in both vertebrates (Thornidge, 1911; Skinner, 1938; Miller, 1969; Byrne, 1987; Jaeger et al., 1987; Schulz, 1987; Wolpaw, 1987) and invertebrates (Horridge, 1962; Hoyle, 1980; Booker and Quinn, 1981; Hawkins et al., 1985; Cook and Carew, 1986; Susswein et al., 1986; Lukowiak et al., 1996; Fitzgerald et al., 1997). Although various modifications in neuronal excitability, synaptic connections, and cell morphology have been associated with operant conditioning (Woollacott and Hoyle, 1977; Hoyle, 1979, 1982; Jaffard et al., 1980; Jaffard and Jeantet, 1981; Skelton et al., 1987; Mahajan and Desiraju, 1988; Carp and Wolpaw, 1994; Feng-Chen and Wolpaw, 1996; Spencer et al., 1996; Wolpaw, 1997), little is known about the neuronal processes that govern the probabilistic genesis of behaviors and whether modification of these processes may underlie the selective effect of contingent reinforcement.

Central pattern generators (CPGs) are neuronal networks that participate in the genesis and switching between several different motor behaviors (McClellan, 1982; Mortin et al., 1985; Heinzel, 1988; Green and Soffe, 1996). Such emitted behaviors can be modified by operant conditioning (Cook and Carew, 1986; Susswein et al., 1986; Jaeger et al., 1987; Lukowiak et al., 1996). Thus, CPGs may be advantageous preparations for the study of neuronal processes underlying the probability with which operators are generated and how this process can be controlled and shaped by contingent reinforcement.

The buccal ganglia in Aplysia contain a neuronal network that generates different consummatory feeding behaviors (e.g., ingestion, egestion) (Kupfermann, 1974a). These behaviors can be modified by associative learning, including operant and classical conditioning (Susswein et al., 1986; Colwill et al., 1997; Lechner et al., 1997). Recently, a neuronal analog of operant conditioning in the isolated buccal ganglia was developed to provide a suitable preparation to mechanistically analyze this example of associative learning (Nargeot et al., 1997b). In the present study, we investigated the neuronal processes associated with the probabilistic occurrences of the different motor patterns and their modifications by contingent reinforcement in the isolated buccal ganglia of Aplysia californica.
Apysia. In our companion paper in this issue of the journal (Nargeot et al., 1999a), we investigated how the contingent-dependent modifications of these neuronal processes contributed to the selection of a designated motor output.

Preliminary reports of these results have been published previously in abstract form (Nargeot et al., 1997a, 1998).

MATERIALS AND METHODS

The experimental procedures of the present study were similar to those described previously (Nargeot et al., 1997b). Animals were picked randomly from an aquarium. They were food-deprived for 2 d before the experiment and fed a piece of seaweed 45 min before the beginning of an experiment. Subsequently, animals were anesthetized by injection of an isolonic solution of MgCl$_2$ (360 mM). Buccal ganglia were isolated and pinned out in a Sylgard-coated Petri dish containing artificial seawater (ASW) composed of (in mM): NaCl 450, KCl 10, MgCl$_2$ ($6\cdot$H$_2$O) 30, MgSO$_4$ 20, CaCl$_2$(2H$_2$O) 10, Trizma 10; pH was adjusted to 7.4. The left ganglion was desheathed on the rostral side. Desheathing was performed in the presence of high divalent cation ASW containing three times (i.e., 30 mM) the normal concentration of CaCl$_2$ and three times (i.e., 90 mM) the normal concentration of MgCl$_2$. Osmolarity was maintained by decreasing the NaCl concentration to 330 mM. The buccal ganglia were washed with ASW immediately after desheathing. The solutions were maintained at 15°C in the dish by means of a Peltier cooling device and were static (i.e., not perfused) during the experiment.

Figure 1A illustrates the positioning of extracellular and intracellular electrodes that were used to stimulate and record neuronal activity. Stimulating electrodes were positioned on the buccal nerve 2,3 (n.2,3) and the anterior branch of the esophageal nerve (E n.2) that were ipsilateral to the desheathed ganglia. Monotonic stimulation of n.2,3 was composed of brief (0.5 msec) pulses delivered at 10 Hz, 8 V for 6 sec. After the electrodes were in place, their efficacy to elicit neural activity was tested. Experiments began after a 40 min rest period after these initial test stimuli.

Classification of different motor patterns. In vivo recordings from peripheral buccal nerves during consummatory feeding behaviors have demonstrated that the neuronal activity occurring during ingestion and egestion can be distinguished by the phase relationship of motor activity mediating the closure of the radula relative to the motor activities mediating protraction and retraction of the radula (Morton and Chiel, 1993a,b). This study indicated that ingestion was associated with buccal motor patterns in which at least 50% of the closure motor activity occurred during the protraction phase. Egestion was associated with buccal motor patterns in which the closure motor activity preceded the retraction phase (i.e., occurred during the protraction phase).

In the isolated buccal ganglia, a pattern of neuronal activity was defined by bursting activity recorded simultaneously in nerves to intrinsic muscle 2 (I2 n.) (see Fig. 1A), in the branch of the radular nerve innervating intrinsic muscle 4 (I4 n.) (see Fig. 1A), and in n.2,1 (see Fig. 1A). A pattern began with bursting activity in I2 n. [i.e., protraction phase of the pattern (Hurwitz et al., 1996)] and ended with the termination of bursting activity in n.2,1 [i.e., the retraction phase of the pattern (Nargeot et al., 1997b)]. The transition between protraction and retraction phases was defined by termination of activity in I2 n. (Hurwitz and Susswein, 1996). Thus, the duration of the retraction phase was measured from the termination of bursting activity in I2 n. to the termination of bursting activity in n.2,1 (see Fig. 3A).

The buccal motor patterns, which appear to be related to feeding behaviors, were classified into three categories (i.e., pattern I, pattern II, and intermediate patterns) according to the phase relationship of large-amplitude bursting activity in R n.1 [i.e., activity of the closure motor neuron (Morton and Chiel, 1993a)] relative to the protraction and retraction phases of the pattern. The methods used to classify patterns were identical to those described earlier in Nargeot et al. (1997b). In a pattern, the large-amplitude unit activity in R n.1 was defined by action potentials greater than or equal to a designated threshold. This threshold was set equal to the amplitude of the smallest spike in R n.1 that occurred during the protraction phase of patterns and was above the baseline activity recorded by extracellular electrodes. This threshold was established in each preparation in either the positive or negative polarity depending on which polarity had the largest amplitude. The phase relationship of the large-amplitude bursting activity in R n.1 was determined by comparing the duration of this activity during the protraction phase with the duration of this activity during the retraction phase of a pattern. Spikes occurring at a frequency $\approx 0.25$ Hz during either the protraction or retraction phases were not considered as part of a burst of activity and were not taken into account for the calculation of the duration of bursting activity. The large-amplitude unit activity of a frequency $\approx 0.25$ Hz may occur as a single burst or a sequence of bursts. In cases where burst sequences were observed, the duration of this activity occurring during the protraction phase was calculated as the sum of the duration of each individual burst that occurred before the protraction/retraction phase transition. Similarly, the duration of the large-amplitude bursting activity in R n.1 occurring during the retraction phase was calculated as the sum of the duration of the individual bursts that occurred after the protraction/retraction phase transition.

In pattern I (i.e., ingestion-like pattern), the duration of the large-amplitude bursting activity in R n.1 during the retraction phase was equal to or greater than the duration of this activity in the protraction phase. Thus, in pattern I, at least 50% of the large-amplitude bursting activity in R n.1 was expressed after the protraction phase (i.e., during the retraction phase). In pattern II (i.e., egestion-like pattern), the large-amplitude bursting activity in R n.1 occurred only during the protraction phase. In intermediate patterns, the duration of the large-amplitude bursting activity in R n.1 that occurred during the retraction phase was shorter than during the duration of this activity in the protraction phase. Thus, in intermediate patterns, $<50\%$ of the closure motor activity occurred during the retraction phase.

To assess the reproducibility of classifying the different patterns, neuronal activity expressed during a 10 min period of all experiments reported in this and our companion paper (Nargeot et al., 1999a) were also scored by an independent observer (i.e., blind observer) who was not aware of the purpose of the experiment. The reproducibility of the observations was quantified by calculating the percentage differences between the initial classification by the authors and the classification by the blind observer and by determining the concordance correlation coefficient (Zar, 1996) between the two observers for each type of pattern. There was no more than a 4% difference between observers in the classification of patterns. Moreover, the concordance coefficients were high for each pattern that was classified (pattern I, 0.99; pattern II, 0.96; intermediate pattern, 0.98; incomplete patterns, 0.98; see below). These results suggest that classification of patterns was sufficiently objective and that different observers could readily distinguish the different types of patterns.

We occasionally observed bursts of activity that occurred in only one or two of the nerves. Because these incomplete patterns have not been described in vivo, preparations (11%) were discarded if $>33\%$ of the observed patterns were incomplete. Moreover, preparations (12%) were not used if the initial frequency of spontaneous rhythmic motor patterns was $>0.01$ Hz (Nargeot et al., 1997b).

Cell identification. Neurons B8 and B51 were identified by their axonal projections in the radular nerve, the phase relationship of their activity during motor patterns, the motor plane relative to the nervous system, the behavioral role of a buccal ganglion as described by Plummer and Kirk (1990), Church et al. (1991), Church and Lloyd (1991, 1994), and Morton and Chiel (1993a).

Testing paradigm for membrane properties in B51. Two-electrode current-clamp techniques were used to measure membrane properties (i.e., burst threshold, input resistance) of B51. During the test procedure, the resting membrane potential of the cell was held at $-60$ mV. Preparations (16%) in which B51 fired continuously at this membrane potential were discarded. Membrane properties were tested before and after training with 5 sec hyperpolarizing and depolarizing current pulses. The hyperpolarizing current pulses were always applied before the depolarizing current pulses. Although no peripheral nerve stimulation was used during these periods, some spontaneous synaptic inputs to B51 and spontaneous motor patterns could occur. Current pulses were not delivered in the presence of such spontaneous activity. Moreover, the responses to current pulses that occurred during the 10 sec preceding a spontaneous motor pattern were not considered. Finally, current pulses were delivered after a minimum of 60 sec after a spontaneous motor pattern, or after a burst of activity in B51 elicited by a previous test pulse. In all other cases, the interpulse interval was 10 sec. The input resistance of B51 usually decreased immediately before a hyperpolarizing pulse and the potential during the final 1 sec of the test pulse. Burst threshold in B51 was defined as the minimum amount of depolarizing current necessary to elicit activity in B51 that outlasted the current pulse in two successive pulses of same magnitude.
intensity. Preparations (5%) in which electrodes were dislodged from B51 were discarded. Finally, experiments (4%) were not included when no bursting activity could be elicited in B51 during the pretraining test.

Data analysis. Statistical comparisons between three paired samples were made using the Friedman test (χ²). Comparisons between three unpaired samples were made using the Kruskal–Wallis test (H). Critical values of the Kruskal–Wallis test were approximated by critical values of χ² distribution (Zar, 1996).

Post hoc pairwise multiple comparisons were made using the nonparametric Newman–Keuls multiple range test (q). Correlation coefficients were tested by ANOVA (F). Departures from normality of the data were tested using D’Agostino’s test, and heterogeneity of variances of the data were tested using Bartlett’s test (Zar, 1996). Probabilities (i.e., p values) < 0.05 were considered statistically significant.

RESULTS

Dynamics of buccal motor output

Consummatory feeding behaviors in Aplysia are rhythmic motor behaviors that include both ingestion (i.e., biting and swallowing) and egestion. Ingestion and egestion can be distinguished by the phase relationship of the movements of the odontophore (i.e., a tongue-like organ) and its grasping surface, the radula (Morton and Chiel, 1993a). The radula/odontophore rhythmically protrude and retract. During ingestion, the radula is closed primarily during its retraction and thereby draws grasped objects into the buccal cavity. During egestion, the radula is closed only during its protrusion and thus expels grasped objects from the buccal cavity. Consummatory feeding behaviors are composed of variable sequences of ingestion and egestion, which implies that the underlying neuronal circuitry switches from one output to another (Kupfermann, 1974b).

The buccal ganglia contain the CPG that mediates the movements of the radula/odontophore. In the isolated buccal ganglia, rhythmic motor activity composed of neuronal correlates of protrusion, retraction, and closure of the radula/odontophore can be induced by monotonous (4 Hz) stimulation of n.2,3 (Fig. 1, n.2,3) (Nargeot et al., 1997b). These activities are organized into different motor patterns (i.e., pattern I, pattern II, and intermediate patterns), which can be distinguished on the basis of the phase relationship of closure motor activity (Fig. 1B) (see Materials and Methods). In addition to differences in phase relationship, we
found that motor patterns could be characterized by the duration of their retraction phase. The duration of activity in n.2,1 (i.e., duration of the retraction phase; see Materials and Methods) differed significantly in the different motor patterns ($X^2 = 13.273; df = 2; p < 0.001$; data are from 11 preparations in which the mean duration of the retraction phase was calculated in each preparation from the successive patterns occurring during a 1 hr period or until the 50th pattern). This duration was significantly longer in pattern I ($14.5 \pm 1.8$ sec; mean $\pm$ SEM) than either intermediate patterns ($12.0 \pm 1.6$ sec; $q = 4.264; p < 0.005$) or in pattern II ($7.8 \pm 1.4$ sec; $q = 5.126; p < 0.001$) and was longer in intermediate patterns than in pattern II ($q = 2.985; p < 0.05$). Thus, the phase relationship of closure motor activity as well as the duration of activity in n.2,1 varied among the different types of motor patterns (Fig. 1B).

During rhythmic activity induced by monotonic stimulation of n.2,3, the buccal CPG switched between expressing the different types of motor patterns (Fig. 1B). These switches occurred repetitively throughout the period of stimulation but had no apparent predictable pattern or frequency of occurrence. Thus, the expression of given motor patterns was probabilistic. Switching was rapid, so that motor patterns as different as pattern I and pattern II can occur in immediately adjacent cycles of the rhythmic activity (i.e., within $\sim 10$ sec) (Fig. 1B). These dynamics of the CPG output indicated that monotonic stimulation of n.2,3 allowed a state that was permissive for probabilistic occurrences of different motor patterns that were similar to those recorded during consummatory feeding behaviors.

**Dynamics of activity in pre-motor neuron B51**

The timing and type of switching between different motor patterns induced by monotonic stimulation of n.2,3 were not determined by changes in the characteristics of the stimulation (e.g., timing, intensity, frequency). Rather, some neuronal processes that were intrinsic to the CPG appeared to underlie the probabilistic switching.

Neuron B51 participates in the buccal pattern generator, and a postsynaptic follower motor neuron (i.e., B15) has been described as being active only during ingestion (Cropper et al., 1990; Plummer and Kirk, 1990; Evans and Cropper, 1998). Thus, activity in B51 could participate in the genesis of pattern I (i.e., ingestion-like pattern) and may contribute to the probabilistic occurrence of pattern I and the switching between this and other patterns. To test this possibility, we investigated the relationship between activity in B51 and the dynamics of the buccal motor output.

In 11 preparations, we simultaneously recorded activity in a single B51 and the buccal motor patterns that were induced during a 1 hr period of monotonic stimulation of n.2,3. Cell B51 did not fire action potentials during all motor patterns (Fig. 2A). Although B51 was depolarized in phase with the motor patterns, it failed to express action potentials during some patterns. This intermittent and unpredictable activity in B51 resulted from abrupt switches between inactive and active states rather than from a systematic buildup of the firing rate during successive patterns. These switches appeared to occur with no regular periods (see Fig. 5). However, when B51 did fire, its activity was in phase with the motor patterns. Thus, the dynamical activity of B51 was characterized by the selective recruitment of firing in B51 into the rhythmic motor patterns. We investigated whether such dynamical activity of B51 was associated with specific features of the motor output.

In the 11 preparations, the correlation between the different inactive and active states of B51 and the occurrences of different motor patterns was characterized. The occurrences of the inactive state of B51 were not uniformly distributed among the different motor patterns ($\chi^2 = 10.619; df = 2; p < 0.005$). Neuron B51 was inactive in 75.3 $\pm$ 10.7$\%$ of pattern II, in 13.3 $\pm$ 6.6$\%$ of pattern I, and in 27.0 $\pm$ 9.3$\%$ of intermediate patterns. The proportion of patterns in which B51 was inactive was significantly higher in pattern II than either in pattern I ($q_I = 4.221; p < 0.01$) or in intermediate patterns ($q_II = 4.904; p < 0.001$). No significant difference was observed between the proportions of pattern I and intermediate patterns in which B51 was inactive ($q_II = 1.066$). Thus, the inactive state of B51 was significantly related to the occurrences of pattern II, and conversely, the active state of B51 was associated with the occurrences of both pattern I and intermediate patterns.

Activity in B51 can vary from a single action potential to a high-frequency burst of action potentials. We tested whether different levels of B51 activity were correlated with different motor patterns. The proportion of motor patterns in which B51 fired a burst of action potentials, defined as an activity higher than 4 Hz for $>1$ sec, was significantly different among the different types of patterns ($\chi^2 = 19.581; df = 2; p < 0.001$). This proportion was significantly higher in pattern I ($76.7 \pm 7.0\%$) than either in pattern II ($6.7 \pm 3.7\%; q = 6.181; p < 0.001$) or intermediate patterns ($48.0 \pm 9.0\%; q = 4.051; p < 0.005$) (Fig. 2B). This proportion was also significantly different between intermediate patterns and pattern II ($q = 4.690; p < 0.001$). Moreover, the percentage of patterns in which B51 was active for $1$ sec or less or with a frequency lower than 4 Hz was also heterogeneously distributed among the different types of motor patterns ($\chi^2 = 7.744; df = 2; p < 0.021$). This proportion was significantly higher in intermediate patterns ($25.0 \pm 9.1\%$) than either in pattern I ($8.0 \pm 2.9\%; q = 3.467; p < 0.05$) or pattern II ($18.0 \pm 9.4\%; q = 4.051; p < 0.005$). No significant difference was observed between these proportions in pattern I and pattern II ($q = 0.853$).

These results indicate that intense bursting activity in B51 (i.e., $>4$ Hz for $>1$ sec) was associated primarily with occurrences of pattern I. In contrast, weak activity in B51 (i.e., $<4$ Hz or for no more than $1$ sec) was related primarily to the occurrences of intermediate patterns. Finally, activity in B51 was not significantly represented in pattern II. Thus, the dynamics of activity in B51 appeared to reflect aspects of the dynamics of occurrences of the different motor patterns. We investigated the relationship between activity in B51 and the neural events that characterized these patterns (i.e., extension of the closure motor activity into the retraction phase and the duration of the retraction phase).

**Correlation between B51 activity and features of pattern I**

The activity in B51 always occurred during the retraction phase of motor patterns (Fig. 2A). Because B51 was active during pattern I and intermediate patterns, we examined the correlation between activity in B51 and two neuronal events that occur during the retraction phase of these patterns. These events were the duration of the closure motor activity (i.e., large-amplitude activity in R n.1) and the duration of the retraction phase (i.e., activity in n.2,1) (Fig. 3A).

The mean duration of activity in B51, of the large-amplitude activity in R n.1 occurring during the retraction phase, and of activity in n.2,1 were calculated from all pattern I and intermediate patterns expressed in each of the 11 preparations. These
durations varied from one preparation to another. In pattern I, the comparison of the duration of activity in B51 and the duration of the closure activity during the retraction phase indicated that both activities covaried significantly \(F_{1,10} = 30.630; p < 0.001\) (Fig. 3B). The longer the duration of B51 activity, the longer the duration of the closure motor activity. This correlation accounted for 77% of the variation of the closure activity during the retraction phase. These results indicated that activity in B51 not only co-occurred with pattern I, but also was correlated with a key distinguishing feature of this pattern. In contrast, in intermediate patterns, a similar comparison indicated that activity in B51 was not significantly correlated with the closure motor activity during the retraction phase (data not shown; \(F_{1,10} = 1.867\)). Thus, although activity in B51 co-occurred with this pattern, this activity was not a determining factor for the distinguishing feature of intermediate patterns.

The comparison of the duration of activity in B51 with the duration of activity in n.2,1 indicated that these activities covaried significantly in either pattern I \(F_{1,10} = 22.726; p < 0.001\) (Fig. 3C) or intermediate patterns (data not shown; \(F_{1,10} = 27.714; p < 0.001\)). These correlations accounted for 72% of the total variation of the activity in n.2,1 in pattern I (Fig. 3C) and for 75% in intermediate patterns. Thus, activity in B51 can predict the variation of the duration of the retraction phase in either motor pattern.

These results suggest that the dynamics of B51 activity can account for the variation of pattern I, and thus activity of B51 may be a key determinant for features of this pattern. Our companion

Figure 2. Probabilistic occurrences of pattern I were associated with occurrences of bursting activity in neuron B51. A. During monotonic stimulation of n.2,3, probabilistic occurrences of pattern I (pattern I, \(\bullet\); pattern II, \(\bigcirc\)) were associated with the dynamics of the occurrence of bursting activity in the pre-motor neuron B51. Bursting activity of B51 was defined as an activity higher than 4 Hz for >1 sec. B, Comparison between the occurrence of pattern I and pattern II with occurrence of bursting activity in B51. A large proportion of pattern I (i.e., >70%) co-occurred with bursting activity in B51. The proportion of pattern II co-occurring with such activity in B51 was low (i.e., <10%). These results were from 11 preparations in which the motor patterns and activity in a single B51 have been recorded for 1 hr of monotonic stimulation of n.2,3. The successive activities were analyzed during this hour or until the 50th pattern. In this and the subsequent figures, the bars indicate the mean values ± SEM.
paper (Nargeot et al., 1999a) examines the causal role of B51 in generating the pattern. In contrast, the dynamics of activity of B51 by itself could not account for the different features of intermediate patterns. Thus, the activity of other neurons appears to be required to express the features of this pattern.

In an analog of operant conditioning, the occurrence of pattern I was selectively modified by contingent stimulation of E n.2 (Nargeot et al., 1997b). Because the dynamical activity of B51 was selectively associated with the dynamics of pattern I, B51 could be a locus of the neuronal modifications induced by this contingent reinforcement.

**Contingent reinforcement modifies the dynamical activity of B51**

To determine whether contingent stimulation of E n.2 on pattern I modified the dynamical activity of B51, we compared B51 activity in three groups of preparations: a contingent-reinforcement group, a yoke-control group, and a control group. Each group contained eight preparations in which motor patterns and activity in B51 were recorded simultaneously. The experiments were conducted in blocks of three matched preparations (i.e., a contingent-reinforcement preparation, a yoke-control preparation, and a control preparation). These preparations were subject to the same training paradigm and the same restrictions as described earlier (Nargeot et al., 1997b). The buccal ganglia were ranked in order of their dissection and assigned to a training procedure according to the following order: contingent reinforcement, yoke control, control. This assignment was independent of any recordings of neuronal activity. Thus, there was no preferential assignment of preparations to the different groups.

In all groups of preparations, the neuronal activity was induced by monotonic (4 Hz) stimulation of n.2,3. The training lasted 10 min and began with the first occurrence of pattern I in the contingent-reinforcement preparation (Fig. 4). The delay between the onset of the stimulation of n.2,3 and the first occurrence of pattern I was not significantly different between groups ($H = 0.789; df = 2$; contingent reinforcement, $4.6 \pm 2.2$ min; yoke control, $3.2 \pm 1.4$ min; control, $3.9 \pm 1.5$ min). During training, stimulation of E n.2 was used as an analog of reinforcement (Fig. 1A). In the contingent-reinforcement group, to mimic the procedure of operant conditioning, phasic (10 Hz, 6 sec) stimulation of E n.2 was made contingent on expression of pattern I (Fig. 4A). In the yoke-control group, each preparation received a paradigm of stimulation of n.2,3 and E n.2 identical to that used in the paired contingent-reinforcement preparation (Fig. 4B). Thus the timing of delivery of the stimulation of E n.2 relative to the onset of stimulation of n.2,3 was determined by the stimulation of E n.2 in the paired contingent-reinforcement preparation rather than by the occurrence of pattern I in the yoke-control preparation. By yoking the two preparations, there is no contingent association of stimulation of E n.2 with motor patterns expressed in the yoke-control preparation. In the control group, no stimulation of E n.2 was delivered (Fig. 4C). Because pattern I was required for contingent reinforcement, preparations (7%) that did not express this pattern were discarded in all groups. Moreover, a minimum of five shocks to E n.2 were delivered in the contingent-reinforcement preparations (Nargeot et al., 1997b).

The neural modifications induced by this training protocol were tested during a test period beginning immediately after the training period. This test period was composed of two successive phases. In the first test phase, which began immediately after training, no stimulation of n.2,3 was delivered. During this pe-


**Figure 4.** Training protocol for contingent reinforcement of pattern I. Experiments were conducted in blocks of three matched preparations (Contingent Reinforcement, Yoke Control, Control). In all preparations, rhythmic motor activity composed of pattern I (●) and other patterns (e.g., pattern II, ○) was induced by monotonic stimulation of n.2,3 (bold bar, n.2,3). A. Contingent reinforcement. In this preparation, a phasic (10 Hz, 6 sec) electrical stimulation of E n.2 was used as an analog of reinforcement (black rectangles in E n.2) and delivered immediately after the occurrence of a pattern I. B. Yoke control. Stimulation paradigms of n.2,3 and E n.2 were identical to those in the matched contingent-reinforcement preparation. However, because the occurrence of motor patterns followed different dynamics in each preparation, there was no explicit contingency of stimulation of E n.2 with pattern I (dashed lines; compare with A). C. Control. No stimulation of E n.2 was applied. The training period lasted 10 min in all preparations and began with the occurrence of the first pattern I in the contingent-reinforcement preparation.

and during the same test period, no significant change was observed among the different groups for the occurrences of the nonreinforced patterns (i.e., pattern II and intermediate patterns; $H = 0.821$; df = 2; contingent reinforcement, $8.2 \pm 2.3$; yoke control, $6.8 \pm 1.0$; control, $5.6 \pm 1.5$) and incomplete patterns ($H = 1.185$; df = 2; contingent reinforcement, $1.5 \pm 1.1$; yoke control, $0.5 \pm 0.3$; control, $1.4 \pm 0.6$). Thus, only the reinforced pattern was modified by contingent reinforcement. This contingent-dependent enhancement of a designated motor pattern was similar to that reported previously (Nargeot et al., 1997b, 1999b; Baxter et al., 1998).

In addition, activity in B51 was compared among the three groups of preparations during the same test period (Fig. 5). The occurrences of bursting activity in B51 (i.e., the activity higher than $4$ Hz for $>1$ sec) were significantly different among groups ($H = 6.865$; df = 2; $p < 0.035$) (Figs. 5, 6). This difference resulted from an enhancement of the occurrences of this bursting activity in the contingent-reinforcement group as compared with either the control ($q_{3} = 3.550$; $p < 0.05$) or yoke-control group ($q_{2} = 3.862$; $p < 0.01$). No significant difference was recorded between the occurrences of this bursting activity in control and yoke-control groups ($q_{2} = 1.411$). Thus, contingent reinforcement of pattern I appeared to modify the level of activity in B51 that was specifically related to pattern I.

These results indicated that the enhancement of the buccal motor output by contingent reinforcement was correlated with a change in the dynamical activity of B51. Such modification of the dynamical activity of B51 could result from changes in membrane properties of B51 itself or from changes in presynaptic inputs to B51 or both. To investigate whether B51 is a locus of neuronal modifications induced by contingent reinforcement of pattern I, we tested for changes in its intrinsic membrane properties.

**Contingent-dependent change in regenerative properties of B51**

The regenerative membrane properties of B51 allow it to switch between inactive and active states in which the cell fires a burst of action potentials (Plummer and Kirk, 1990). This switching can be induced by a brief depolarization of the cell that allows it to reach the threshold for eliciting a plateau potential. This plateau potential is characterized by a spiking activity that outlasts the duration of the initial depolarization. During current pulses of progressively increasing intensity, B51 expresses either no activity (i.e., the pulse induced a depolarization that was below the threshold to elicit the plateau potential) or a strong burst of activity that outlasts the stimulus (i.e., when the pulse induced a depolarization that was above the threshold to eliciting the plateau potential) (Fig. 7).

In the same groups of preparations described previously (i.e., contingent reinforcement, yoke control, control), the threshold to elicit the bursting activity in B51 was determined before and immediately after training (i.e., during the first test period). This threshold was quantified as the minimum amount of current necessary to elicit an activity that outlasts the current pulse for each of two successive pulses of same intensity. In all preparations, the resting membrane potential in B51 was held at $-60 \text{ mV}$ during testing. A series of current pulses ($5$ sec) were delivered from $1 \text{ nA}$ and increased in steps of $1 \text{ nA}$ until the threshold was reached. To prevent rhythmic activity and synaptic input to B51, no stimulation of n.2,3 was used during this test period. The current threshold for eliciting the bursting activity depended on the cell properties but also on the cell size. Thus, to characterize
the effect of training on membrane properties of B51, the threshold values were determined before and after training in same preparations.

Figure 7 illustrates the responses in B51 to depolarizing current pulses in a control (Fig. 7A), a contingent-reinforcement (Fig. 7B), and a yoke-control preparation (Fig. 7C). In these three different preparations and before the training period, the threshold for inducing bursting activity in B51 was similar (i.e., 3 nA). After training, however, this threshold changed as compared with both the pretraining responses and the different training procedures. In the contingent-reinforcement preparation, less current was necessary to elicit the bursting activity in B51 after training than before (Fig. 7B). In contrast, in the yoke-control and control preparations, higher current intensities were required to elicit bursts of activity in B51 after the training period than before (Fig. 7A, C). Because this increase of threshold was observed in the control group, it could not be related to the effect of the reinforcement (i.e., stimulation of E n.2 was not delivered in this group). Rather, this effect might be related in part to the stimulation of n.2,3 used during all three training paradigms.

These observations were supported by statistical comparison of the changes in burst threshold in B51 (pretraining vs post-training values) normalized to the pretraining values (Fig. 8). Changes in the burst threshold in B51 were significantly different among groups (H = 10.564; df = 2; p < 0.005). The modification was significantly different in the contingent-reinforcement group as compared with either the control (q = 4.025; p < 0.025) or the yoke-control group (q = 5.161; p < 0.001). In contrast, these modifications were not significantly different between the control and the yoke-control group (q = 0.817). Thus, the contingent association of stimulation of E n.2 with pattern I decreased the threshold for eliciting plateau potential in B51.

These results indicated that contingent reinforcement of pattern I increased both the occurrences of pattern I and the excitability of B51. This contingent-dependent enhancement in B51 excitability may have resulted from changes in the intrinsic regenerative membrane properties of the cell. We investigated whether these modifications also were associated with changes in the membrane resistance of B51.

**Contingent-dependent change in the input resistance of B51**

The input membrane resistance of B51 was tested in the same groups of preparations described previously (i.e., contingent reinforcement, yoke control, and control). The input resistance was evaluated by injecting brief (5 sec) hyperpolarizing (−5 nA) current pulses before training and during the first test period. In all cases, the resting membrane potential of B51 was held at −60 mV. Figure 9 illustrates sample responses to identical current pulses for a control preparation (Fig. 9A), a contingent-reinforcement preparation (Fig. 9B), and a yoke-control preparation (Fig. 9C). In these three typical examples, current pulses before training elicited similar deflections in the membrane potential of B51. After training, however, the current pulses induced a larger deflection in the contingent-reinforcement preparation (Fig. 9B). In contrast, responses of B51 elicited after the training...
A significant difference was observed between the control and yoke-control groups in the input resistance of B51 than in either control (as defined in legend of Fig. 2) was expressed during a 10 min test period, in the contingent-reinforcement group (black bar, n = 8) as compared with the control (white bar, n = 8; p < 0.05) or yoke-control group (gray bar, n = 8; p < 0.01). No significant difference (N.S.) in the number of occurrences of B51 bursting activity was observed between the yoke-control and control groups.

The contingent-reinforcement group expressed a greater increase in the excitability of B51 than in either control (q1 = 5.013; p < 0.001) or yoke-control group (q2 = 3.375; p < 0.05). No significant difference was observed between the control and yoke-control groups (q3 = 0). Thus, B51 input resistance was increased by stimulation of E n.2, and this increase resulted from the contingent association of this stimulation with pattern I.

The results of the present study suggest that the modification of the dynamics of B51 by contingent reinforcement of pattern I may result from changes in the intrinsic membrane properties of this cell. Further studies will be necessary to confirm this possibility and to determine whether changes in cells presynaptic to B51 also contribute to its enhanced activity after contingent reinforcement. It will also be important to identify the specific conductances that are modified by training and the ways in which those modifications contribute to the changes in input resistance and excitability of B51.

**DISCUSSION**

Although a considerable body of evidence is accumulating on the cellular mechanisms of a form of associative learning, classical conditioning (Kandel and Schwartz, 1982; Carew and Sahley, 1986; Byrne, 1987; Thompson, 1988; Beggs et al., 1998), much less is known about another form of associative learning, operant conditioning. In operant conditioning, the delivery of reinforcement depends on the probabilistic occurrence of a particular behavior. This contingent association modifies the probability of occurrence of the behavior. Thus, understanding the neuronal processes underlying probabilistic occurrence of behaviors and their modification by contingent reinforcement is fundamental to characterizing the neuronal basis of operant conditioning.

In the present study, we found that the probabilistic occurrences of different motor patterns (i.e., pattern I, pattern II, intermediate patterns) in the isolated buccal ganglia were correlated with the dynamical switching between inactive and active states of a previously identified neuron, B51 (Plummer and Kirk, 1990). Changes in the buccal motor output by contingent reinforcement were accompanied by changes in the dynamical activity of B51 and in the intrinsic membrane properties of B51. The switches between states of B51 appeared to be centrally programmed, in part, by the intrinsic properties of the cell (see below). Although behaviors can be generated by centrally programmed activity, little is known about the modifications of these central processes by contingent reinforcement. Such knowledge could provide a basis for comparison of neuronal mechanisms of operant conditioning with classical conditioning.

**B51 is an element of the buccal CPG**

CPGs are neuronal networks that centrally (i.e., do not require patterned sensory input) organize the rhythms and relative timing of patterned neuronal activity (Friesen et al., 1976; Delcomyn, 1980; Grillner, 1985; Selverston and Moulins, 1985; Lydic, 1989; Bianchi et al., 1995; Grillner et al., 1997). Neurons that participate in a CPG have two characteristic features (Selverston and Moulins, 1985). First, they express a rhythmic activity whose frequency can be related to the frequency of motor pattern generated by the CPG. Second, experimental manipulation of their firing is able to modify the rhythm generated by the CPG. This second feature indicates that such a neuron must be synaptically connected to other elements of the CPG. B51 appears to have these two features. The rhythmic activity of B51 is related to the occurrences of pattern I, and experimental manipulation of activity of B51 modifies the rhythm generated spontaneously by the CPG or can reset the occurrences of pattern I (Plummer and Kirk, 1990; Nargeot et al., 1997a, 1999). In addition, B51 can synaptically drive or be driven by other neurons of the CPG (Plummer and Kirk, 1990; Nargeot et al., 1999). Thus, B51 appears to participate in the CPG that generates pattern I.

B51 is also a sensory neuron (Evans and Cropper, 1998). In our isolated preparation, however, its sensory function was not relevant (i.e., the peripheral nerve in which B51 projects its axon was not stimulated). Rather, activity of B51 was part of the central processes that organized the probabilistic occurrences of pattern I. The neuronal mechanisms by which B51 contributes to the expression of pattern I is examined in our companion paper (Nargeot et al., 1999a).

**Probabilistic CPG reconfiguration**

In contrast to neurons of the buccal CPG that are active during each successive motor pattern (Susswein and Byrne, 1988; Hurwitz and Susswein, 1996; Hurwitz et al., 1996, 1997), B51 was only intermittently active during monotonic stimulation of n.2.3. When B51 was active, it fired in phase with motor patterns, but the

![Figure 6](image-url) Comparison of occurrences of the bursting activity of B51. A significantly higher number of occurrences of the bursting activity in B51 (as defined in legend of Fig. 2) was expressed during a 10 min test period, in the contingent-reinforcement group (black bar, n = 8) as compared with the control (white bar, n = 8; p < 0.05) or yoke-control group (gray bar, n = 8; p < 0.01). No significant difference (N.S.) in the number of occurrences of B51 bursting activity was observed between the yoke-control and control groups.
occurrence of its activity did not appear to be predictable. Several arguments suggest that this probabilistic recruitment of activity of B51 did not have a peripheral origin (i.e., was not determined by afferent pathways to the CPG). First, in the isolated buccal ganglia, the stimulation of n.2,3 that was used to induce motor patterns was monotonic and thus unlikely to contain dynamical cues related to the dynamical activity of B51. Second, during this unchanging stimulation, activity of B51 occurred repetitively with variable interburst intervals, minimizing the possibility that its dynamics resulted from adaptation or fatigue of the stimulus pathway. Third, B51, like some other cells in the buccal CPG (e.g., B34) (Hurwitz et al., 1997), can be spontaneously active or inactive during buccal motor output (Plummer and Kirk, 1990). Thus, nerve stimulation induced a state permissive for dynamical activity of B51, but the stimulation did not organize this activity.

Our results support the hypothesis that the probabilistic recruitment of B51 was centrally programmed. CPGs organize rhythms of neuronal activity as a result of the intrinsic membrane properties and the synaptic connections of their constituent neurons (Russell and Hartline, 1978; Susswein and Byrne, 1988; Getting, 1989; Rossignol and Dubuc, 1994; Marder and Calabrese, 1996; Canavier et al., 1997). Such properties could underlie the dynamical activity of B51. We do not know whether the recruitment of B51 in the buccal CPG was determined by synaptic inputs to the cell, by the intrinsic membrane properties of B51, or by a combination of the two. Neurons from the CPG provide a synaptic drive for B51 (Plummer and Kirk, 1990; Nargeot et al., 1999), and other cells with comparable dynamical activity have been identified in the buccal ganglia (Hurwitz et al., 1997). Such cells could form a network interacting within the CPG and such interactions could underlie the switching of neuronal activity between different patterns or states (Hooper
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Contingent-dependent change in burst threshold of B51. Depolarizing current pulses (5 sec) were injected into B51 before and after the training period in control (A), contingent-reinforcement (B), and yoke-control (C) preparations. In all cases, the resting membrane potential of B51 was held at −60 mV (dashed lines). Before training, a minimum of 3 nA was necessary to elicit a plateau potential (defined as an activity that outlasts the current pulse duration) in each of the three preparations. After training, the same current pulse failed to elicit a plateau potential in B51 in the control and yoke-control preparations. Thus, in these preparations the burst threshold in B51 was increased. In contrast, a less intense current (2 nA) elicited the plateau potential after training in the contingent-reinforcement preparation. Thus, the contingent-reinforcement paradigm decreased burst threshold in B51. No stimulation of n.2,3 was delivered during the testing procedure.
and Moulins, 1989; Weimann and Marder, 1994). However, contingent reinforcement that seems to modify the intrinsic membrane properties of B51 modified the functional recruitment of B51. Thus, although synaptic inputs may contribute, changes in the intrinsic properties of B51 are also one of the determinants of the probabilistic activity of B51.

It is already known that CPGs are not static structures composed of fixed neuronal elements that produce a stereotyped pattern of activity. The number of active neurons in CPGs can be modified to produce different patterns. It is generally believed that these network reconfigurations are elicited by changes in sensory stimuli that can elicit or modify the modulatory processes that control the network functioning (Getting and Dekin, 1985; Hooper et al., 1990; Katz and Harris-Warrick, 1991; Meyrand et al., 1994) (also see Harris-Warrick and Marder, 1991; Pearson, 1993; Marder and Calabrese, 1996). Sensory pathways can induce changes in synaptic connections and/or the cellular properties of neurons and thereby functionally exclude or recruit neurons into a CPG (Hooper and Moulins, 1989; Dickinson et al., 1990; Meyrand et al., 1991; Nargeot and Moulins, 1997) (also see Dickinson and Moulins, 1992).

Our data suggest that the probabilistic recruitment of neurons in CPGs can be determined by the intrinsic properties of the constituent neurons rather than by changes in sensory stimuli. These data extend the concept of functional reconfiguration of CPGs by illustrating the role of central networks and cell properties in organizing these reconfigurations. Such dynamical network reconfigurations could be a central neuronal mechanism underlying changes in the probabilistic occurrences of motor patterns that are associated with reinforcement in operant conditioning.
Contingent-dependent plasticity of intrinsic cellular properties

The dynamical activity of B51 can be modified by an analog of operant conditioning. This modification was associated with changes in the excitability of B51 and its input resistance. Previous studies have investigated the cellular and synaptic modifications associated with operant conditioning (Woollacott and Hoyle, 1977; Hoyle, 1979, 1982; Jaffard and Jeantet, 1981; Skelton et al., 1987; Mahajan and Desiraju, 1988; Carp and Wolpaw, 1994; Feng-Chen and Wolpaw, 1996; Spencer et al., 1996). Some of these studies have found that contingent reinforcement modified the graded increase in firing frequency in response to increasing membrane depolarizations. Such changes in cell excitability can be induced by other forms of learning as well (Brons and Woody, 1980; Crow and Alkon, 1980; Walters et al., 1983; Disterhoft et al., 1986).

In the present study, we investigated membrane properties that could underlie a contingent association in operant conditioning. The modifications of excitability in B51 appear to involve changes in the intrinsic membrane properties that govern the probability of initiating plateau potentials. Similar regenerative properties have been described in vertebrates and invertebrates (Russell and Hartline, 1978; Llinas, 1988; Susswein and Byrne, 1988; Kiehn, 1991; Bianchi et al., 1995; Russo and Houmsgaard, 1996). These regenerative membrane properties allow neurons and central networks to switch between expression of different patterned activity (Getting, 1989; Hooper and Moulins, 1989; Bianchi et al., 1995; Marder and Calabrese, 1996; Canavier et al., 1997; Nargeot et al., 1999a). Thus, these properties can constitute a central process underlying the probabilistic occurrences of neuronal activity that do not necessitate a sensory trigger. Regenerative membrane properties can be modified by afferent input (Dickinson and Nagy, 1983; Llinas and Yarom, 1986; Levitan and Levitan, 1988; Cazalets et al., 1990; Plummer and Kirk, 1990; Bal et al., 1994; Turrigiano et al., 1994; Marder et al., 1996) (also see Harris-Warrick and Marder, 1991; Hultborn and Kiehn, 1992; Byrne et al., 1993). Thus, the modifications of these conductances could be a cellular mechanism by which contingent reinforcement modifies the probabilistic occurrences of a designated behavior in operant conditioning.
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