Organization of Olivocerebellar Activity in the Absence of Excitatory Glutamatergic Input
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The olivocerebellar system has been proposed to function as a timing device for motor coordination in which inferior olivary neurons act as coupled oscillators that spontaneously generate rhythmic and synchronous activity. However, the inferior olive receives excitatory afferents, which can also drive the activity of these neurons. The extent to which the olivocerebellar system can intrinsically generate synchronous activity and olivary neurons act as neuronal oscillators has not been determined. To investigate this issue, multiple electrode recordings of complex spike (CS) activity were obtained from 236 crus 2a Purkinje cells in anesthetized rats. Intraolivary injections of the glutamate antagonists 6-cyano-7-nitroquinoline-2,3-dione or 1,2,3,4-tetrahydro-6-nitro-2,3-dioxo-benzo[f]quinoline-7-sulfonamide disodium were made, and the resulting changes in CS activity were determined. Loss of evoked CS responses to motor cortex stimulation or perioral tactile stimulation was used to measure the efficacy of the block. Block of glutamatergic input decreased the average CS firing rate by ~50% but did not abolish spontaneous CS activity. The remaining CS activity was significantly more rhythmic than that in control. The patterns of synchrony were similar to those found in control conditions (i.e., synchronous CSs primarily occurred among Purkinje cells located within the same ~250–µm-wide rostrocaudally oriented cortical strip); however, this normal banding pattern was enhanced. These changes in CS activity were not observed with vehicle injections. The results suggest that excitatory afferent activity disrupts olivary oscillations and support the hypotheses that olivary neurons are capable of acting as neuronal oscillators and that synchronous CS activity results from electrotonic coupling of olivary neurons.
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Studies of the olivocerebellar system over the past several decades have demonstrated that this system is capable of generating rhythmic and synchronous complex spike (CS) activity in cerebellar Purkinje cells. Such CS activity has now been demonstrated in both anesthetized and awake, behaving animals of several different species (Bell and Kawasaki, 1972; Llina’s, 1991). Anatomical and physiological studies of the inferior olive (IO) have suggested that the mechanisms for generating rhythmic and synchronous olivocerebellar activity are intrinsic to the IO. Inferior olivary neurons are electrotonically coupled by numerous gap junctions, providing a potential mechanism for synchronous CS activity (Llina’s and Sasaki, 1989; Sasaki et al., 1989; Welsh et al., 1995; Wylie et al., 1995; Pellerin et al., 1997; Lang et al., 1999) and is central to a proposed role for the olivocerebellar system in motor coordination (Llina’s, 1991).

Anatomical and physiological studies of the inferior olive (IO) have suggested that the mechanisms for generating rhythmic and synchronous olivocerebellar activity are intrinsic to the IO. Inferior olivary neurons are electrotonically coupled by numerous gap junctions, providing a potential mechanism for synchronous CS activity (Llina’s et al., 1974; Sotelo et al., 1974; de Zeeuw et al., 1989). Moreover, in vitro studies have demonstrated that IO neurons have a complement of membrane conductances that, in conjunction with the electrotonic coupling of IO neurons, support spontaneous subthreshold oscillatory activity, which could underlie the rhythmicity of CS activity (Llina’s and Yarom, 1981a,b, 1986; Benardo and Foster, 1986; Bleasel and Pettigrew, 1992; Bal and McCormick, 1997). However, the characteristics of oscillatory activity of IO neurons under in vitro conditions differ in some aspects (oscillation frequency and regularity) from those of CS activity in the intact animal, and despite the high density of gap junctions throughout the IO, synchronous CS activity tends to occur only among small groups of Purkinje cells.

These differences between the in vivo and in vitro results suggest that the patterns of synchronous and rhythmic CS activity reflect not only the intrinsic properties of IO neurons but also the activity of IO afferents. It has been shown previously that inhibitory GABAergic afferents play an important role in modulating these patterns (Llina’s and Sasaki, 1989; Lang et al., 1996). The role of excitatory glutamatergic afferents in modulating CS rhythmicity and synchrony has yet to be investigated. However, it is likely that they too play an important role in shaping the patterns of olivocerebellar activity because the IO contains glutamate receptors (Petralia and Wenthold, 1992; Ambalavanar et al., 1998; Paarmann et al., 2000) and receives excitatory projections from numerous CNS regions (Provini et al., 1968; Allen et al., 1974; Oscarsson and Sjölund, 1974; Sasaki et al., 1977; Jeneskog, 1981a,b, 1987). Thus, the present experiments were undertaken to investigate the role of excitatory glutamatergic afferent activity in modulating CS activity and, in particular, to determine whether IO neurons are capable of acting as true neuronal oscillators as hypothesized for their role in motor coordination (Llina’s, 1991).

MATERIALS AND METHODS

Surgery

Extracellular recordings of CS activity were obtained from eight female Sprague Dawley rats (250–300 g). The rats were initially anesthetized with ketamine (100 mg/kg, i.p.), xylazine (8 mg/kg, i.p.), and atropine (0.4 mg/kg, i.p.). In seven animals supplemental doses of ketamine (6...
mg/kg, i.v.) and xylazine (0.4 mg/kg, i.v.) were given every 30 min starting 2–3 hr after the initial dose or as needed to maintain a deep level of anesthesia. In one animal, supplemental anesthesia was applied continuously through the intravenous line at a rate of ~64 µg/min for ketamine and ~1 µg/min for xylazine. The rectal temperature was maintained at 37°C by an electric heating pad.

The multiple electrode technique used in the present experiments has been described in detail previously (Sasaki et al., 1989; Sugihara et al., 1993). In brief, after anesthesia the animal was placed in a stereotaxic apparatus, and the occipital bone and dura were removed to expose the dorsal surface of the cerebellum and medulla. A silicon-rubber platform was then cemented in place over crus 2a. Each microelectrode was individually inserted, by the use of a piezoelectric micromanipulator (Burleigh), through the platform into the molecular layer of the cerebellum until CS activity could be recorded. The electrode was then released from the manipulator and held in place by the platform. Successive electrodes were inserted until a rectangular array of 8–10 rostromedial columns and 4–6 mediolateral rows, with an interelectrode distance of 250 µm, was completed. The microelectrodes were implanted to depths of 70–100 µm below the cortical surface. At these depths CS activity is readily observed, but simple spike activity is not (simple spike activity typically can be detected starting at depths of 120–150 µm), thereby allowing the isolation of recording of CS activity. After electrode implantation, the threshold for each recording channel was individually set to detect the CS activity. To ensure that only CS activity was detected throughout the recording session, the activity of all electrodes was continuously monitored by the use of a light-emitting diode (LED) panel and oscilloscope. The LED panel consisted of a rectangular array containing one LED for each electrode. Spike activity that crossed the voltage threshold for detection activated the LED corresponding to that electrode. Thus, changes in the activity level of any cell that might occur, such as an increase in baseline noise levels in that channel or the appearance of simple spike activity if the electrode position changed, were immediately detectable as changes in the activity level of the corresponding LED and could then be investigated directly using the oscilloscope. Cells showing such noise or simple spike contamination were eliminated from the data set. Such cells represented only 2% of the cells (5 cells out of 236).

After placement of the recording electrodes, an injection pipette, filled with Ringer’s solution, was lowered from the dorsal surface of the medulla to the IO. The correct localization of the pipette tip to the rostral IO was determined by the appearance of IO multiunit activity that correlated with the CS activity of crus 2a. The location of the injection pipette was also confirmed histologically (see Fig. 1B).

In some (n = 2) experiments, a bipolar stimulation electrode was inserted ~1 mm into the motor cortex (2 mm anterior and 1 mm lateral to bregma). The evoked CS responses to motor cortical stimuli (200 µsec pulse; 0.5–1.5 mA) were used as an independent measure of the efficacy of the intrafield injections in blocking excitatory input to the olivocerebellar system. In other experiments (n = 4), tactile stimulation of the perioral region was used to evoke CS responses and measure the efficacy of the injections. Tactile stimuli were delivered by the use of a stylus (~1-mm-diameter tip) that was glued to a small audio speaker driven by an amplifier.

**Recording and injection procedure**

Extracellular recordings of CS activity were obtained with glass microelectrodes with a tip diameter of 2–5 µm (~5 MΩ) containing a 1:1 solution of glycerol and 2 M saline. Each session began by obtaining a 20 min baseline recording of spontaneous CS activity. Next, CS responses evoked by stimulation of the motor cortex or perioral region of the face were measured. After recording of the evoked responses, an intraolivary injection was initiated, and the spontaneous and evoked CS activities were recorded.

The procedure for performing pressure injections was modified somewhat from that used previously (Lang et al., 1996, 1997). Here, pressure injections were made using a microdialysis pump (CMA-100; CMA MicroDialysis, Acton, MA) connected to the injection pipette via polyethylene tubing. Continuous injections were made using flow rates of 0.15–0.25 µl/min. Injection solutions contained one of the following: Ringer’s solution, Ringer’s solution + 6-cyano-7-nitroquinoline-2,3-dione (CNQX; Research Biochemicals-Sigma; 200 µM), or Ringer’s solution + 1,2,3,4-tetrahydro-6-nitro-2,3-dioxo-benzo[f][1,4]quinoline-7-sulfonamide disodium (NBOX; Research Biochemicals-Sigma; 200 µM). The Ringer’s solution contained (in mM): 126 NaCl, 26 NaHCO3, 3 KCl, 1.2 KH2PO4, 1.6 MgSO4, 2 CaCl2, 5 HEPES, and 15 dextrose.

**Histology**

After completion of the recording sessions, the injection pipette was filled with alcin blue solution (10 mg/ml in saline), and a small amount (~0.3 µl) was injected to mark the tip position. The animal was then perfused intracardially with 0.9% saline followed by 10% formalin. The dissected brain was immersed in 10% formalin overnight followed by 30% sucrose formalin for at least 2 d. Parasagittal or coronal 60 µm sections were cut with a freezing microtome and counterstained with cresyl violet.

**Multichannel recording system**

The basic multichannel recording system that was used has been described previously (Sugihara et al., 1993). Briefly, CS signals from all recording channels were converted to transistor-transistor-logic pulses, stored on videocassette recorder tape, and captured onto a Pentium II personal computer (Dell) with a 1 msec intersampling period per channel using a digital input–output board (National Instruments). Data analyses were performed using custom-made programs written in Fortran or within the IGOR (WaveMetrics) programming environment.

**Data analysis**

Calculation of correlation coefficients was performed according to previously developed methods (Gerstein and Kiang, 1966; Sasaki et al., 1989). The spike train of a cell is represented by the function X(i), where i represents the time step (i = 1, 2, . . . , N) and X(i) = 1 if the onset of a CS occurred in the ith time step and otherwise X(i) = 0. Y(i) is defined as the same as X(i) but represents the spike train of a second cell. The correlation coefficient C(t) is then calculated using the standard formula for determining a correlation coefficient:

\[
C(t) = \frac{\sum_{i=1}^{N} X(i)Y(i-t)}{\sqrt{\sum_{i=1}^{N} X(i)^2} \sqrt{\sum_{i=1}^{N} Y(i)^2}},
\]

where:

\[
V(i) = X(i) - \sum_{i=1}^{N} X(i)/N,
\]

\[
W(i) = Y(i) - \sum_{i=1}^{N} Y(i)/N,
\]

and t represents the time lag between compared times of the spike trains. 

**Analysis of oscillatory properties.** Autocorrelation histograms were constructed for CS spike trains of single Purkinje cells with time bins of 5 or 10 msec. The oscillation frequency was taken as the reciprocal of the latency of the first peak in the autocorrelogram, whereas the strength of the oscillation was quantified using several measures, including the number of peaks in the autocorrelogram, the height of the first peak with respect to the total number of firings, and a rhythm index (RI). The RI used here is similar to that used by Sugihara et al. (1995). First, the average level of the autocorrelogram between 50 and 1000 msec was calculated. Next, the SD of activity about the mean level was measured at time lags of 2000–2500 msec at which oscillatory activity was largely absent and random fluctuations dominated the autocorrelograms. To be recognized, peaks and valleys in the autocorrelogram had to be greater than ±1 SD from the average level of the histogram from 50 to 1000 msec, or the difference between a successive peak and valley had to exceed 2 SDs. Furthermore, the successive peaks had to occur at intervals equal to the latency of the first peak ±10 msec, whereas the valley at a peak had to occur at a latency from the preceding peak that was equal to half the latency of the first peak ±10 msec. The search for peaks was terminated with the first failure to find a significant peak. The RI was then defined by the following formula:

\[
RI = a_1 + b_1 + a_2 + b_2 + \ldots,
\]

in which a and b are equal to the absolute values of the autocorrelation coefficients of the significant peaks (a) and valleys (b) in the autocorrelogram. These coefficients are calculated using the formula for C(t) with...
$X(i) = Y(i)$ and equal to the latencies of the peaks $a_i$ and troughs $b_i$. The greater the RI the tighter or stronger was the oscillatory activity. In the autocorrelograms that had no recognizable peaks and valleys, a value of zero was given to the RI. In these cases, or when the RI was $< 0.01$, the autocorrelation was regarded as nonoscillatory, and the oscillation frequency was not determined.

Analysis of synchrony. The degree of synchronous CS activity was measured by calculating the zero-time cross-correlation coefficient $C(0)$, using the equation for $C(t)$ with $t = 0$. As a second measure of synchrony, the number of synchronous spikes between two cells was expressed as a percentage of the total number of spikes in the reference cell. In both methods, the time step $i$ used for the synchrony analysis was 1 msec, and thus synchronous activity is defined as spikes initiating within 1 msec of each other. It should also be noted that although the cross-correlation coefficients of cell pairs displaying synchronized CS activity are small in absolute terms [with $C(0)$ mostly ranging from 0.01 to 0.30], these values are statistically highly significant, because they are one to two orders of magnitude greater than that expected by chance (Sugihara et al., 1993) and have a nonrandom spatial distribution. Furthermore, the possibility of spurious correlations because of the rhythmic nature of CS activity and the finiteness of our data set is unlikely, because calculation of cross-correlation coefficients between cell pairs in which the interspike intervals from one of the spike trains have been randomized yields correlations one to two orders of magnitude smaller than those observed here (Lang et al., 1996).

Estimation of ketamine concentration in the brain

Interpretation of the present results rests in part on the assumption that NMDA-mediated glutamatergic neurotransmission within the IO was absent. Several lines of evidence (described in Results) indicate that this was the case. One of these lines is that the anesthetic ketamine is an NMDA antagonist (Ebert et al., 1997). To determine whether during the experiment the ketamine levels in the brain were actually high enough to ensure blockade of NMDA receptors (at least 20–100 $\mu$M) (Ebert et al., 1997), the concentration of ketamine was estimated as follows.

After an initial intraparenchymal injection of ketamine, the anesthetic level was maintained in most experiments by bolus intravenous injections of the anesthetics. These bolus injections resulted in 1.5 mg of ketamine entering the blood every 30 min. The amount of ketamine in the blood at time $t$ can then be estimated from the following equation:

$$X_t = X_0 e^{-kt} + 1.5e^{-kt}$$

where $X_{t-1}$ is the amount of ketamine in the blood at the time of the previous injection, $\Delta t = 30$ min, and $k$ and $k_0$ are the initial and terminal time constants, respectively, for the disappearance of ketamine from the plasma. Ketamine concentration in the blood after intravenous injection at steady-state was maintained in most experiments by bolus intravenous injections of 1.5 mg of ketamine at steady-state, we can subtract

$$X_t = X_0 e^{-kt} + 1.5e^{-kt} = 0.51e^{-0.039t}$$

($X = 0$), the steady-state amount of ketamine in the blood may be estimated by:

$$\frac{dx}{dt} = 15.83 - kX = 0$$

Using the values of the time constants above, the blood concentration of ketamine would be 1013 $\mu$M, similar to the concentrations achieved by the bolus injections and constant in value through time.

Measurements of relative blood and brain concentrations of ketamine in Sprague Dawley rats after intravenous injections show that brain concentrations are six- to sevenfold higher than those of blood (Cohen et al., 1973). Thus, the concentrations of ketamine in the brain in the present experiments are estimated to have been in the range of 6–8 mM.

RESULTS

The present experiments investigated the role of excitatory glutamatergic input to the IO in modulating the firing rate, rhythmicity, and synchronization of olivocerebellar activity by using simultaneous recordings of CS activity and performing microinjections of non-NMDA glutamate blockers into the IO. In total, multiple electrode recordings of CS activity were obtained from 236 crus 2a Purkinje cells in eight Sprague Dawley rats (range, 22–36 cells/animal). However, 21 (9%) of these cells were “lost” during the recording sessions and were excluded from the analyses. The CS activity of the remaining 215 cells formed the database for the results described below. These CSs displayed a characteristic multipeaked waveform (Fig. 1A, inset, Spontaneous) and under control conditions had an average firing rate of 1.02 ± 0.04 Hz (mean ± SE), typical for CS activity. Intralaviry injections of Ringer’s solution were performed in three animals ($n = 79$ cells), CNQX injections were performed in four animals ($n = 98$ cells), and NBOX injections were made in three animals ($n = 93$ cells). The results of CNQX and NBOX injections were virtually identical and were pooled for analysis purposes.

Glutamate antagonists block CS responses evoked by motor cortex or perioral stimulation

Stimulation of the vibrissal region of the contralateral motor cortex evoked CS activity in crus 2a Purkinje cells. The CS responses typically occurred at latencies from 13 to 25 msec and were sometimes preceded by a triphasic field potential. In the example shown in Figure 1A, Control, the stimulus artifact was followed by an initial triphasic field potential at a latency of ~7 msec (indicated by *) and a CS response (indicated by **) at a latency of ~15 msec. The short latency of the initial field precludes its being related to climbing fiber activity. This fact is demonstrated by the histograms in Figure 1, C and D, which plot the latencies of the onsets of simultaneously recorded responses to motor cortical stimuli (300 shocks at 0.5 Hz) that were evoked in the cerebellum (Fig. 1C, Control) and IO (Fig. 1D). The histogram of evoked cerebellar activity under control conditions is bimodal, with the first peak from 7 to 12 msec and the second one from 15 to 25 msec (Fig. 1C). These peaks correspond in time to the evoked field potentials and CSs, respectively. In contrast, the histogram of IO responses is unimodal, with responses primarily restricted to a range of 10–22 msec (Fig. 1D). Because of the 4–5 msec conduction time from the IO to the cerebellar cortex in rat (Sugihara et al., 1993), the expected latency of CS activity in the cerebellar cortex is 14–27 msec, closely matching the second peak of the control cerebellar histogram. The initial peak in the control histogram (Fig. 1C), being coincident with the earliest part of the response in the IO, cannot be caused by olivocerebellar activity. Instead it is presumably caused by the activation of the mossy fiber–parallel fiber system.

\[ X(t) = X(0) e^{-kt} + 1.5e^{-kt} \]

\[ \frac{dx}{dt} = 15.83 - kX = 0 \]

\[ X_{\text{steady-state}} = 1.5e^{-0.039t}/(1 - e^{-0.039t}) \]
It should be noted that because a simple threshold was used to detect responses it is possible that the early and late peaks may not be pure field potential and CS responses, respectively. However, several considerations indicate that any cross-contamination was minimal. First, the conduction times between the motor cortex, IO, and cerebellum described above indicate that evoked CS activity cannot occur at a short enough latency to contribute to the early peak of the histograms; nevertheless, some “spontaneous” CSs could occur by chance at those times. However, because of the typical 1 Hz average firing rate of CS activity and because the peristimulus histograms were compiled from 300 trials, the contribution of CS activity to each 2 msec bin would be expected to be ~0.6 responses. The early peaks of the histograms are 20–40 responses; therefore the contamination represents an error of 1–2%. The contamination of the second peak by field potentials was also minimal for several reasons. It can be seen from the voltage records in Figure 1A that there was little variation in the latency of the early field and that it terminated before the earliest time at which CSs occurred. The identification of the first and second histogram peaks with the field potentials and CS responses, respectively, is further reinforced by the differential effect that the toxin injections had on the two peaks as shown in Figure 1C and as described below.

Injection of the glutamate receptor antagonists CNQX or NBQX into the rostral medial region of the IO (Fig. 1B), which gives rise to the projection to crus 2a (Llinás and Sasaki, 1989), led to the selective disappearance of evoked CS responses as shown by the extracellular recordings (Fig. 1A, NBQX) and by the loss of the second peak in the peristimulus histogram (Fig. 1C, NBQX). Note that the continued presence of the early field potential indicates that the stimulation continued to activate the motor cortex effectively. The results indicate that postsynaptic responses at the final synapse of descending motor pathways to the IO are mediated by AMPA/kainate-type glutamate receptors, although a contribution from NMDA receptors cannot be excluded because of the effects of ketamine anesthesia on these receptors.

Mechanical stimulation of the perioral region is known to evoke CSs in crus 2a Purkinje cells (Llinás and Sasaki, 1989). In agreement with previous reports, tactile stimuli to the perioral region evoked CSs at latencies of 20–35 msec in crus 2a Purkinje cells (Fig. 1E, Control). Injection of NBQX to the IO blocked CS responses evoked by tactile stimulation (Fig. 1E). Thus, the final synapse of this IO afferent pathway also uses AMPA/kainate-type glutamate receptors.

In addition to demonstrating that major excitatory pathways to the IO use glutamate receptors, the loss of evoked CS responses was used as an independent measure of the efficacy of the injection in blocking excitatory input in five of the seven experiments in which intraolivary injections of CNQX or NBQX were performed (n = 138 cells). In the remaining two experiments, evoked CS responses were not elicited, but the injection sites were histologically confirmed to be within the IO, and the injections produced changes in spontaneous CS activity that were identical to those in the experiments in which the loss of evoked CS activity was measured. Although the loss of evoked CS responses clearly demonstrates that glutamatergic activity was blocked to the region of the IO that projects to crus 2a, several additional considerations support the idea that AMPA receptor-mediated activity was blocked throughout the IO. First, the injection pette was positioned in the IO using stereotactic and electrophysiological criteria, and its location was verified histologically in
injection of NBQX or CNQX (Fig. 1). First, evoked CS responses in the IO (Petralia et al., 1994). Several factors indicate that, despite the presence of NMDA receptors (Martin and Lodge, 1985), was present in millimolar concentrations in the brain (see Materials and Methods for estimation of ketamine concentration), which is several orders of magnitude greater than the 20–100 μM concentrations needed to block NMDA receptors (Ebert et al., 1997). Finally it should be noted that use of ketamine prevents definitive determination of the role of NMDA-mediated neurotransmission in shaping spontaneous CS activity; however, a previous study comparing spontaneous CS activity patterns in ketamine–xylazine-anesthetized and awake rats found that they were very similar in these two conditions (Lang et al., 1999).

**Spontaneous CS activity remains after intraolivary injection of CNQX or NBQX**

To determine whether block of glutamatergic inputs to the IO affected spontaneous CS activity, the average CS firing rate was calculated under control conditions and after intraolivary injections of CNQX (200 μM) or NBQX (200 μM). In seven experiments in which intraolivary injections of the antagonists were performed, the average CS firing rate during the 20-min-duration control period was 1.05 ± 0.04 Hz (n = 191 cells). During intraolivary injection of glutamate receptor blockers, the average CS firing rate fell to 0.53 ± 0.04 Hz, significantly less than control levels (t = 9.09; p < 0.001; n = 191 cells; two-sided t test). Note that the activity from 20 electrodes was lost, and 5 of the losses were caused by electrode malfunction. The reason for the silencing of CS activity from the remaining 15 (9.5%) electrodes was uncertain, possibly being caused by recording instability, damage to the IO produced by the injection, or the effect of NBQX or CNQX. During the Ringer’s solution injections only 1–2% of the cells were lost, suggesting that IO damage may account for some of the loss but leaving open the possibility that a small proportion of IO neurons (<8%) may be silenced in the absence of excitatory drive. Because of this uncertainty, the lost cells were excluded from the firing rate and all subsequent calculations; thus, the true CS firing rate after block of glutamatergic input is probably slightly lower than 0.53 Hz (including all 15 lost cells with a firing rate of 0 Hz only drops the average rate to 0.49 Hz). Nevertheless, it was clear that in the large majority of cells, spontaneous CS activity, although reduced, was not eliminated.

The 50% decrease in average firing rate after glutamate receptor blocker injections can be contrasted with the lack of effect of intraolivary Ringer’s solution injections on average CS firing rate. In three experiments in which Ringer’s solution injections were performed, the average CS firing rate during the control period was 1.12 ± 0.07 Hz (n = 79 cells), whereas after injection of Ringer’s solution the rate was virtually unchanged (1.14 ± 0.07 Hz; n = 79 cells). In two of these experiments, the Ringer’s solution injection was followed by injection of CNQX. The average firing rates for the three conditions in these two experiments were as follows: control, 1.25 ± 0.09 Hz (n = 53); Ringer’s solution, 1.24 ± 0.10 Hz (n = 53); and CNQX, 0.74 ± 0.08 (n = 53). The difference between the firing rates in the control and Ringer’s solution conditions was not significant (t = 0.261; p > 0.25), whereas the difference between the CNQX condition and either control or Ringer’s solution was significant (CNQX vs control, t = 4.308; p < 0.001; CNQX vs Ringer’s solution, t = 3.939; p < 0.001).

The effects of the drug injections on firing rate were sustained throughout the recording sessions as can be seen in the rate meters from one typical experiment in which CS activity was simultaneously recorded from 29 Purkinje cells (Fig. 2). Rate meters from control and Ringer’s solution periods showed similar levels of activity, whereas during the injection of CNQX, the CS firing rate dropped to approximately half that of the first two conditions.

**Figure 2.** Spontaneous CS activity decreases with intraolivary CNQX injections. The rate meter was calculated from an experiment in which 29 cells were simultaneously recorded. The rate meter shows the single-cell firing rate averaged over the 29 cells for successive 10 sec intervals during three 20 min recording conditions (Control, Ringers, CNQX). Time is continuous within each recording condition but not between conditions (i.e., there was a 10–15 min period between each recording condition to exchange the solution of the injection pipette). Avg, Average.
Blocking excitatory input to the IO increases the rhythmicity of complex spike activity

Injection of CNQX or NBQX not only decreased the average CS firing rate but also dramatically changed its temporal organization. This can be seen by comparing the raster displays of CS activity in the control (Fig. 3A) and during injection of CNQX to the IO (Fig. 3B). In the control period, there were periods of repetitive firing; however, there were also many solitary CSs present. In contrast, during the injection of CNQX, CS activity consisted almost exclusively of bursts of rhythmic activity separated by periods of near silence.

The effect of glutamate receptor blocker injections on CS rhythmicity was investigated further by constructing autocorrelograms of CS activity. Typical examples of autocorrelograms from two cells are shown in Figure 4. The correlograms of CS activity during the control period displayed one to two peaks at \( \sim 100 \) msec intervals, indicating the presence of the usual \( \sim 10 \) Hz rhythmicity of CS activity (Fig. 4A). The changes in CS rhythmicity after injection of NBQX were immediately apparent in the correlograms. Compared with control, the peaks of the autocorrelograms increased in number and height and became narrower (Fig. 4B). The baseline level of the correlogram also decreased. Such changes, indicative of an increased rhythmicity coupled with a decreased average firing rate, were produced by the antagonist injections in every experiment.

To quantify the changes produced by the injection, three measures of rhythmicity were used: (1) number of significant peaks, (2) height of the primary peak expressed as a percentage of the total number of spikes, and (3) the RI. By the use of any of these measures, CS rhythmicity after block of intraolivary glutamatergic receptors increased significantly \((p < 0.001)\). The average number of peaks in the autocorrelograms increased from \( 1.69 \pm 0.07 \) in control to \( 2.74 \pm 0.10 \) \((t = 8.32; n = 172)\) during injection of CNQX or NBQX, the height of the primary peak increased from \( 4.22 \pm 0.19\% \) to \( 11.93 \pm 0.82\% \) \((t = 9.11; n = 172)\), and the RI increased fourfold from \( 0.0498 \pm 0.0030 \) to \( 0.2039 \pm 0.0164 \) \((t = 9.25; n = 172)\). The increase in CS rhythmicity indicated by these measures occurred in the vast majority of recorded neurons, with 87% of the cells having an increased RI during the injections as compared with control.

In addition to increasing CS rhythmicity, blocking glutamate receptors in the IO produced a shift in the CS oscillation frequency. In control, the average latency to the first peak in the autocorrelogram was 99.11 msec \((n = 161)\), corresponding to an oscillation frequency of 10.09 Hz \((n = 161)\), whereas during injection of NBQX or CNQX a significantly \((t = 5.88; p < 0.001)\) faster oscillation frequency of 12.21 \( \pm 0.32 \) Hz \((n = 168)\) was observed, which corresponded to a first-peak latency of 81.90 msec. Examples of this shift can be observed in the autocorrelograms (Fig. 4A vs B) and fast Fourier transforms (FFTs) (Fig. 4C). In these cells, the oscillation frequencies shifted from 9.4 and 10.6 Hz in control to 15.6 and 15.2 Hz after block of glutamate receptors.

To test whether any of these changes in CS rhythmicity could be ascribed to the injection process itself, intraolivary injections of Ringer’s solution were performed \((n = 3\) experiments, 76 cells). These injections produced no significant increases in CS rhythmicity on any of the measures used. In fact, Ringer’s solution injections actually tended to produce slight decreases in rhythmicity. In two of these animals \((n = 52\) cells) the Ringer’s solution injection was followed by injection of CNQX, which produced the typical increase in CS rhythmicity observed with injection of NBQX or CNQX. A comparison of the different measures of CS rhythmicity in the three conditions is shown in Figure 5A, and examples of autocorrelograms from two typical cells under the three conditions are shown in Figure 5B. The results indicate that Ringer’s solution injections had little to no effect on CS rhythmicity in comparison with the significant
conditions CSs may occur either as a series of repetitive spikes. Examination of the raster displays revealed that under control conditions, the plots of most cells (~80%) displayed four major areas of high density that were separated from each other by regions containing few points that represent infrequent firing patterns (Fig. 6, left column). Points within the high-density region in the lower left corner (Fig. 6, left column) result from three spikes with interspike intervals of 60–110 msec. This region reflects the presence of 9–16 Hz oscillatory CS activity that was sustained for at least three cycles and demonstrates that the secondary peaks in the CS autocorrelograms were not simply the result of doublets at half the typical oscillation frequency. Thus, IO neurons are capable of sustained suprathreshold oscillatory activity and not just doublets. With regard to the regularity of the oscillation, it is important to note that the lower left high-density region was circularly shaped for all cells, indicating that the oscillation frequency may vary within a limited range during individual repetitive firing sequences (an elliptic shape, with its major axis aligned along the 45° diagonal, would have indicated a fixed oscillation frequency during any one sequence).

The points comprising the high-density region of the upper right corner (Fig. 6, left column) result from three spikes at relatively long interspike intervals on the order of 1 sec. Both the circular shape of this region and its large diameter (~40 times that of the lower left corner region) indicate a relatively random firing pattern with an average rate of 1–2 Hz.

The two remaining high-density zones can be thought of as transitional zones between the first two zones. That is, the firing patterns of each consist of a pair of spikes with an ~100 msec interval either followed (Fig. 6, left column, lower right) or preceded (upper left) by a long interspike interval. In summary, the olivocerebellar system appears to have two functional states characterized by two distinct firing patterns: oscillatory (at ~10 Hz) and random (at 1–2 Hz).

Intraolivary injections of CNQX or NBQX dramatically changed the interspike interval plots of most cells (Fig. 6, right column). In all cases, there were fewer points for an identical-length recording period, reflecting the lower average firing rates after the injection. However, the major change was in the differentially greater loss of points from the upper right corner region, reflecting a selective decrease in the random activity pattern. In some cases, this region was virtually eliminated (Fig. 6B, compare left, right columns). Moreover, the points comprising the oscillatory region became more tightly clustered and were centered on the inner boundary that this region displayed under control conditions. After the block of glutamatergic inputs, the oscillatory region of ~17% of the cells contained several subclusters (Fig. 6C, right column), indicative of specific preferred oscillatory frequencies. This phenomenon probably reflects the discrete jumps in the duration of the calcium spike of IO neurons (Crill, 1970; Llina’s and Yarom, 1986). The subclustering was not clearly observed in the plots from CS activity under control conditions.

Complex spike synchrony during CNQX or NBQX injections into the inferior olive

Complex spike synchrony has been hypothesized to be caused by the electrotonic coupling of IO neurons via gap junctions (Llina’s et al., 1974). However, it is also possible that synchronous CS activity is the result of synchronous excitatory input to the IO. To
investigate this possibility, the effect of intraolivary injections of CNQX and NBQX on the spatial distribution of synchrony was investigated.

The basic spatial distribution of CS synchrony under control conditions is shown in Figure 7. In these plots the relative locations of the recording electrodes are represented by circles whose areas are proportional to the amount of synchronous CS activity between the cell at each of the positions and the reference cell M, and synchronous is defined as the onsets of CSs in two cells occurring within 1 msec of each other. Synchronous CS activity displayed a rostrocaudal banding pattern. That is, cells within the same parasagittal strip tended to have the highest level of synchronization, and for cells located in different parasagittal planes, the level of synchronization fell off as a function of the mediolateral separation distances (Fig. 7A,m) and/or decreases in synchrony distribution could be observed; namely, the synchronization of neighboring cells was generally increased, whereas that of more widely separated cells was decreased, from control levels (Fig. 7B,C).

Similar results were obtained on average regardless of the particular reference cell used to generate the synchrony maps. As shown in Figure 9, A and B, intraolivary injections of CNQX or NBQX tended to increase the CS synchrony of cells located at small mediolateral separation distances (<500 μm) and/or decrease the CS synchrony of cells more widely separated (>500 μm). In contrast, injections of Ringer's solution to the IO did not change the distribution of CS synchrony (Fig. 9D). The effects of the injections on the synchrony distribution are most clearly seen if the synchrony derived from synchronous afferent activity to the IO. Instead the pattern of CS synchrony remained similarly organized to that of the control and Ringer's solution conditions. However, subtle changes in the synchrony distribution could be observed; namely, the synchronization of neighboring cells was increased, whereas that of more widely separated cells was decreased, from control levels (Fig. 9A,C).

Similar results were obtained on average regardless of the particular reference cell used to generate the synchrony maps. As shown in Figure 9, A and B, intraolivary injections of CNQX or NBQX tended to increase the CS synchrony of cells located at small mediolateral separation distances (<500 μm) and/or decrease the CS synchrony of cells more widely separated (>500 μm). In contrast, injections of Ringer's solution to the IO did not change the distribution of CS synchrony (Fig. 9D). The effects of the injections on the synchrony distribution are most clearly seen if the synchrony derived from synchronous afferent activity to the IO. Instead the pattern of CS synchrony remained similarly organized to that of the control and Ringer's solution conditions. However, subtle changes in the synchrony distribution could be observed; namely, the synchronization of neighboring cells was generally increased, whereas that of more widely separated cells was decreased, from control levels (Fig. 9A,C).
tory periods were defined as the times when the cell fired with interspike intervals of 800–10,000 msec (1.25–0.1 Hz). The cross-correlations of each cell with the other simultaneously recorded cells were then calculated for these two periods. In the four experiments (n = 120 cells, 3,530 cell pairs) in which this analysis was performed, the average level of synchrony of a cell with other cells more than doubled during its oscillatory periods (0.0281 ± 0.0010) as compared with its nonoscillatory periods (0.0121 ± 0.0005), a statistically significant increase (t = 13.8; p < 0.001). Moreover, comparison of the spatial distribution of CS synchrony during oscillatory and nonoscillatory activity showed that the major increase in synchrony occurred among cells with small mediolateral separation distances. This is demonstrated by Figure 10, which shows the synchrony of the activity of cell M with that of each of the 35 other simultaneously recorded cells while cell M displayed either nonoscillatory (Fig. 10A) or oscillatory (Fig. 10B) activity. This fact is further demonstrated by plotting the average synchrony with cell M as a function of the mediolateral separation between the cells (Fig. 10C). This selective increase in synchronization during oscillatory activity was the typical pattern that was observed, as is shown by the plot of synchrony as a function of mediolateral separation for all cell pairs in this experiment during oscillatory and nonoscillatory activity (Fig. 10D). Thus, during oscillatory activity, whether induced by block of glutamatergic input to the IO or occurring spontaneously, the banding pattern of CS synchrony is enhanced.

**DISCUSSION**

The present experiments investigated the role of excitatory glutamatergic inputs to the IO in modulating olivocerebellar activity. By using multiple electrode recording of CS activity and microinjections of the glutamate receptor blockers CNQX or NBQX into the IO, it was demonstrated that major excitatory projections to the IO use glutamate receptors and that the olivocerebellar system can generate spontaneous CS activity that is both synchronized and oscillatory in the absence of glutamatergic excitatory input. In addition, the results suggest that excitatory input to the IO acts to disrupt the rhythmicity of CS activity and modifies the spatial distribution of CS synchrony in a manner that is complementary to that of inhibitory inputs.

**Glutamate receptors mediate excitatory drive to the inferior olive**

Electrophysiological studies have demonstrated that excitatory responses of the olivocerebellar system can be evoked from areas throughout the neocortex (Provini et al., 1968; Allen et al., 1974; Oscarsson and Sjölund, 1974; Sasaki et al., 1975, 1977; Jeneskog, 1981a,b, 1987). Immunohistochemical studies have provided evidence of glutamate receptor subunits throughout the IO (Petralia and Wenthold, 1992; Ambalavanar et al., 1998; Paarmann et al., 2000), suggesting that these excitatory responses could be mediated by glutamate. The present results provide direct evidence that this is the case for descending pathways originating in the motor cortex and for pathways conveying sensory information from the face.

**Rhythmic complex spike activity in the absence of excitatory input to the inferior olive**

Some theories of olivocerebellar function imply that olivocerebellar activity is primarily driven by afferent activity. For example, olivocerebellar discharges have been postulated to signal unexpected sensory events during movement as a result of activity in spino-olivary pathways (Miller and Oscarsson, 1970; Oscars-
son, 1980) or to carry signals related to the unconditioned stimulus in associative-learning paradigms (Thompson and Krupa, 1994). In contrast, other investigators have favored a theory in which the olivocerebellar system plays a role in the timing of motor outputs, a role that, although not excluding activation of the olivocerebellar system by afferent activity, focuses on the intrinsic ability of this system to generate oscillatory activity (Llinás, 1991; Lang, 1995). The present results show that rhythmic CS activity persists after block of excitatory drive to the IO, supporting the idea of IO neurons acting as oscillators. Nevertheless, blocking excitatory input did reduce the CS firing rate by approximately half, which suggests that some spontaneous CS activity is driven by afferent volleys to the IO. Although some of this reduction may simply be the result of an imbalance in the net tonic excitatory and inhibitory drives to the IO (i.e., with the loss of tonic excitation, inhibitory GABAergic afferents are unopposed), intraolivary injection of solutions containing both picrotoxin and NBQX also produces decreased CS firing rates (E. J. Lang, unpublished observations), suggesting that such an imbalance does not completely explain the decreased CS firing rate. Thus, olivocerebellar activity may be derived from both intrinsic oscillatory mechanisms and external sources.

Interspike interval plots indicate that CS activity displays distinct firing modes, which may correspond to this dual origin of olivocerebellar activity. That is, under control conditions CS activity displayed both oscillatory and nonoscillatory firing patterns, whereas after block of excitatory inputs primarily the oscillatory activity remained. Thus, intrinsically derived olivocerebellar activity appears to be oscillatory, whereas CS activity resulting from excitatory IO afferents tends to have a more random organization.

Under in vitro conditions IO neurons display spontaneous subthreshold oscillations in their resting potential (Benardo and Foster, 1986; Llinás and Yarom, 1986; Lampl and Yarom, 1993). These oscillations, which are synchronized across IO cells, could provide the substrate for the synchronous rhythmic CS activity that is observed in vivo. However, normally CS activity recorded from anesthetized or awake animals displays transient rhythmicity (two to three cycles) (Bell and Kawasaki, 1972; Sasaki et al., 1989; Lang et al., 1997, 1999), whereas the subthreshold oscillations are maintained for many cycles (Benardo and Foster, 1986; Llinás and Yarom, 1986). The present results suggest that this difference may reflect the disruption of the subthreshold oscillations by excitatory input to the IO. Indeed, excitatory inputs to the IO are largely absent under slice conditions in which sustained oscillations are observed, and this situation is approximated by the glutamate blocker injections in the present experiments, which also produce sustained oscillatory CS activity. In agree-

Figure 7. Spatial organization of CS synchrony. A, B, Spatial distribution of CS synchrony with regard to reference cell M, as measured by cross-correlation coefficients (A) and by the percentage of synchronous spikes of cell M with each of the other simultaneously recorded cells (B). In each case (correlation coefficients, percentages) the positions of the circles represent the relative positions of the recording electrodes on crus 2a. The area of each circle is proportional to the degree of synchrony between cell M and the cell located at that position. Scale at bottom right of figure gives calibration for both measures. C, The average level of synchronization between cell M and other cells plotted as a function of the mediolateral separation between the cells. bin size equaled 1 msec for all analyses, and session duration was 20 min. Corr. Coeff., Correlation coefficient; Mediolat., mediolateral.

Figure 8. Complex spike synchrony persists after intraolivary CNQX injections. Spatial maps of synchronous CS activity with respect to cell M in control (A) and during injection of Ringer’s solution (B) and CNQX (C) to the inferior olive. Circles represent the positions of the recording electrodes on crus 2a. The area of each circle is proportional to the synchrony (i.e., zero-time cross-correlation coefficient) between the CS activity of the cell located at that position and the CS activity of cell M. Time bin for analysis was 1 msec. Recording periods were 20 min for each condition. Scale at bottom gives calibration for A–C.
ment with this idea, electrical shocks applied to IO slices temporarily abolish subthreshold oscillations in IO neurons (Benardo and Foster, 1986; Llina:s and Yarom, 1986).

In addition to becoming more sustained, rhythmic CS activity displayed higher oscillation frequencies after block of glutamatergic neurotransmission. This shift likely reflects a hyperpolarization of IO neurons because of loss of tonic excitatory input. A similar phenomenon has been demonstrated in vitro in which the resonant frequencies of IO neurons shifted to higher frequencies when the cells were hyperpolarized and may be explained by the fact that hyperpolarization of IO neurons decreases activation of dendritic Ca \(^{2+}\) conductances, which in turn shortens the afterhyperpolarization (Llina:s and Yarom, 1986). These results are also consistent with, and complementary to, previous findings that blocking GABAergic inhibition to the IO, and thereby presumably depolarizing IO neurons, slows the oscillation frequency of CS activity (Lang et al., 1996).

**Synchronous CS activity in the absence of excitatory input to the inferior olive**

Multiple electrode recordings have demonstrated that spontaneous CS activity of Purkinje cells within rostrocaudally oriented
strips of cortex is synchronized (Sasaki et al., 1989; Sugihara et al., 1993; Lang et al., 1999). The basis of this synchronization has been proposed to be electrotonic coupling of IO neurons via gap junctions that primarily connect their dendritic spines within structures known as glomeruli (Llinás, 1974). Much evidence has been obtained to demonstrate the coupling of IO neurons (Llinás et al., 1974; Sotelo et al., 1974; Llinás and Yarom, 1981a; Benardo and Foster, 1986). Nevertheless, the extent to which synchronous CS activity results from electrotonic coupling of IO neurons as opposed to synchronization of excitatory activity in IO afferents has not been determined previously. Indeed, the latter possibility must be considered because strong sensory stimuli can evoke synchronous CS responses. However, the present experiments demonstrate that synchronous CS activity remains after block of excitatory IO afferents. Moreover, the overall level and distribution of CS synchonry after block of glutamatergic input were similar to those under control conditions. Thus, the present results suggest that the synchrony of spontaneous CS activity is primarily caused by electrotonic coupling of IO neurons.

Inferior olivary afferents modulate the efficacy of electrotonic coupling

Despite the IO having one of the highest densities of neuronal gap junctions in the nervous system (Sotelo et al., 1974; de Zeeuw et al., 1995), synchronous CS activity is normally observed mainly among small groups of Purkinje cells lying within the same ~250-μm-wide parasagittal strip of cortex. This limited distribution is thought to result from modulation of the efficacy of the electrotonic coupling by afferents that synapse adjacent to the gap junctions within the glomeruli (Llinás et al., 1974; Sotelo et al., 1974). Approximately half of these synapses are GABAergic (de Zeeuw et al., 1989) and likely have an important role in determining the distribution of synchronous CS activity, because eliminating GABAergic activity within the IO leads to widespread synchronization of CS activity (Lang et al., 1996).

Although the neurotransmitters of the remaining intraglomerular terminals have not been identified, the majority are likely to be glutamatergic, because terminals containing other transmitters tend to synapse outside the glomeruli (Wiklund et al., 1981; King et al., 1984; Toonen et al., 1998). In particular, for the rostral medial accessory olive, a major source of climbing fibers to crus 2a (Buisseret-Delmas and Angaut, 1993), the cells giving rise to the non-GABAergic intraglomerular terminals are located in the mesodiencephalon, particularly in the nucleus of Darkschewitsch (de Zeeuw et al., 1989), and the projection cells of this nucleus likely use excitatory amino acids as neurotransmitters (Onodera and Hicks, 1995).

The presence of glutamatergic intraglomerular terminals suggests that glutamate plays a role in modulating CS synchrony. The present results suggest that this role is complementary to that of GABA. That is, whereas block of GABAergic input disrupts the banding pattern (Lang et al., 1996), block of glutamatergic input enhances it. This enhancement occurred because CNQX and NBQX injections increased CS synchrony among cells within the same parasagittally oriented strip of cortex while also reducing CS synchrony among cells located in different parasagittal cortical strips. An explanation for this somewhat paradoxical result may lie in the anatomical organization of the IO and in the fact that loss of glutamatergic synaptic activity should both increase the electrical compactness of IO neurons and hyperpolarize them. Inferior olivary neurons are clustered into groups whose dendritic trees overlap extensively and therefore should be strongly coupled by gap junctions (Sotelo et al., 1974). The increased electrical compactness would mean that tightly coupled cells within a cluster would function in more of an all-or-none manner. In contrast, with relatively few gap junctions linking cells of different clusters, current flow between cell clusters may not be sufficient to overcome the hyperpolarized state of IO neurons, thereby reducing synchronized activity among IO neurons belonging to separate clusters.
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