Dynamic Influences on Coincidence Detection in Neocortical Pyramidal Neurons
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The firing rate of neocortical pyramidal neurons is believed to represent primarily the average arrival rate of synaptic inputs; however, it has also been found to vary somewhat depending on the degree of synchrony among synaptic inputs. We investigated the ability of pyramidal neurons to perform coincidence detection, that is, to represent input timing in their firing rate, and explored some factors that influence that representation. We injected computer-generated simulated synaptic inputs into pyramidal neurons during whole-cell recordings, systematically altering the phase delay between two groups of periodic simulated input events. We explored how input intensity, the synaptic time course, inhibitory synaptic conductance, and input jitter influenced the firing rate representation of input timing. In agreement with computer modeling studies, we found that input synchronization increases firing rate when intensity is low but reduces firing rate when intensity is high. At high intensity, the effect of synchrony on firing rate could be switched from reducing to increasing firing rate by shortening the simulated excitatory synaptic time course, adding inhibition (using the dynamic clamp technique), or introducing a small input jitter. These opposite effects of synchrony may serve different computational functions: as a means of increasing firing rate it may be useful for efficient recruitment or for computing a continuous parameter, whereas as a means of decreasing firing rate it may provide gain control, which would allow redundant or excessive input to be ignored. Modulation of dynamic input properties may allow neurons to perform different operations depending on the task at hand.
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Introduction

Coincidence detection (CD) is the operation performed by a neuron when it responds maximally to synchronized inputs. Various neuronal processes may be modulated as a function of the timing of synaptic inputs, such as intracellular calcium concentration or output spike train features. One feature of the output spike train of a neuron that may depend on input timing is firing rate. For firing rate to be an effective CD signal it must represent the relative timing of inputs both sensitively and reliably.

Coincidence detectors in the auditory brainstem use firing rate to signal input timing to help identify the location of a sound (Goldberg and Brown, 1969; Carr and Konishi, 1990). These highly specialized neurons compute interaural time difference using the phase delay between two groups of periodic synaptic inputs, each group encoding sound waves arriving at one ear. In neocortex, the use of input timing for computation is an appealing theory that would allow efficient information representation and transfer (Abeles, 1991; Rieke et al., 1996). A role has been proposed for input phase delay in pattern recognition tasks such as sensory perception (Hopfield, 1995; Gerstner et al., 1997). Although some studies have suggested the potential for neocortical neurons to use input timing for computation (Mainen and Sejnowski, 1995; Harsch and Robinson, 2000), their capabilities remain poorly understood.

Pyramidal neurons, the primary relay and output neurons of the cerebral cortex, are clearly not specialized for CD. Sensitivity would be limited by their long membrane time constant, which would result in temporal summation of many synaptic input currents over a typical interspike interval of 25–100 msec (Shadlen and Movshon, 1999; but see Koch et al., 1996). Reliability would be limited because they fire repetitively, increasing their firing rate in response to increases in input current intensity (Schwindt et al., 1997).

Experimental and computer modeling studies, however, predict that the firing rate of pyramidal neurons would be influenced somewhat by input timing (Segundo et al., 1963; Reyes and Fetz, 1993; Bernander and Koch, 1994; Murthy and Fetz, 1994; Mainen and Sejnowski, 1995; Marsalek et al., 1997; Rudolph and Destexhe, 2001; Oviedo and Reyes, 2002). According to Bernander and Koch (1994) and Murthy and Fetz (1994), a high degree of synchrony among inputs could either increase or decrease firing rate, depending on input intensity. This complex response to both the timing and intensity of inputs would seem to confound interpretation of firing rate. Optimal use of firing rate to signal either of these input features would require that the influence of the other be suppressed.
We investigated the ability of neocortical pyramidal neurons to perform one type of CD by exploring their firing rate representation of input phase delay. We injected computer-generated current trains into pyramidal neurons during whole-cell recordings, systematically altering the phase delay between two groups of periodic simulated input events. We first explored the interaction between the influences of input phase delay and intensity on firing rate. We then analyzed the effectiveness of two potential mechanisms for reducing the influence of input intensity: short synaptic time constants and inhibitory synaptic conductance. We also investigated the role of variation in the arrival time of input events (jitter) within each group, an important constraint on CD in pyramidal neurons.

Materials and Methods
Slice preparation. Postnatal day 14–28 Sprague Dawley rats were deeply anesthetized in a sevoflurane-filled chamber and quickly decapitated. A coronal hemisec(ton (~0.5 cm) of somatosensory cortex was removed with a razor blade and submerged in a cooled (~4°C) bath of cutting solution in the chamber of a Vibratome tissue slicer (TPI, St. Louis, MO). Cutting solution contained (in mM): 5 KCl, 1.25 KH2PO4, 26 NaHCO3, 5 MgCl2, 20 TEA-Cl, 105 choline-Cl, 20 sucrose, 10 dextrose, 1.3 ascorbic acid, and 2.4 pyruvic acid (320 mOsm) gassed with 95% O2/5% CO2 to maintain pH at 7.4. Coronal slices (300 μm thick) were cut and transferred to a holding chamber filled with artificial CSF (ACSF) containing (in mM): 130 NaCl, 26 NaHCO3, 3 KCl, 2 CaCl2, 2 MgCl2, 1.25 NaH2PO4, and 10 dextrose, gassed with 95% O2/5% CO2. The temperature of the holding chamber was maintained at 35°C for 1 h and was then allowed to cool to room temperature.

Whole-cell recordings. Individual slices were transferred to a 0.5 mm3 recording chamber mounted on an upright Zeiss microscope (Thornwood, NY) with fixed stage and perfused at a rate of ~1.5 ml/min with warmed (31–35°C, average 32.4 ± 0.6) ACSF gassed with 95% O2/5% CO2. Layer V pyramidal neurons were visually identified on a monitor (VWR, San Francisco, CA) coated with Sylgard 184 (silicone elastomer kit, Dow Corning, Midland, MI) for capacitance reduction and filled with (in mM): 0.1 EGTA, 5 KCl, 0.5 Na-GTP (Sigma, St. Louis, MO), 2 MgCl2, 10 HEPES, 135 KCl, 5.5 glucose, 2 Na2-ATP. Values given for voltages were corrected for a measured liquid junction potential of 7.5 mV.

Experiments were performed with an Axoclamp 2A (Axon Instruments, Foster City, CA) amplifier in bridge mode. Electrode resistance and capacitative current were checked periodically and nullled using the Axoclamp 2A circuitry. Excitatory inputs were applied in current-clamp mode to represent synaptic currents arriving at the soma after dendritic integration. Inhibitory synaptic conductance was applied using the dynamic clamp technique (Robinson and Kawai, 1993; Sharp et al., 1993). This was intended to simulate the dynamic alterations in current presumed to occur because of activity at GABAa receptor-mediated synapses at the soma and proximal dendrites. In some experiments, excitatory inputs were applied in dynamic clamp mode for comparison with the current-clamp experiments. Voltage and current traces were low-pass filtered at 10 kHz and recorded on videotapes using pulse-code modulation with a frequency response of 44 kHz. Post hoc data analysis was done using homemade programs or by pClamp 6 (Axon Instruments).

Computer simulation of synaptic currents. Pyramidal neurons were stimulated intracellularly with computer-generated current that resembled the summation of synaptic events from two groups of inputs. Current was injected during somatic recording and thus represented postsynaptic currents (PSCs) at the soma after dendritic integration. Somatic current injection provides insights into the computation used at a final common pathway for synaptic current flow (the soma) to produce an action potential output but cannot be used to infer what types of computations might be performed upstream on dendritically distributed synaptic inputs before flow into the soma. A computer program, written in the C programming language for a Macintosh Quadra 950 and adapted from Reyes et al. (1996), calculated the net synaptic current at the soma and injected the current into the neuron via the amplifier and electrode. Excitatory inputs were described by three parameters that were varied independently: (1) the number of excitatory inputs (N) to the recorded pyramidal neuron, (2) the time constant (τsyn) of a synaptic event, specified by an α function (Eq. 1), and (3) jitter, specified by the SD.

Figure 1. Method of generating input currents. A. Phase-delayed current trains. Left, Input to the recorded neuron was composed of simulated synaptic currents arriving at the soma from two input groups, each composed of N inputs. In this example, the two input groups are black and gray, and N = 3. Each of the N inputs produced a 250 msec current train with an average firing rate of 25 Hz. Simulated synaptic events in the shape of χ waves (τsyn = 2 msec in this example), with peak amplitude k = 25 pA, were phase-locked to a 40 Hz sinusoid, with the presence or absence of an event during each cycle determined probabilistically. Jitter was introduced by applying to the synaptic event time a random offset relative to the peak of the sinusoid and was specified as the SD, σ, of the random distribution (σ = 0 msec in this example). Current trains from all inputs within a group were summed. Center, The onset of one group’s train was delayed before summation with the other group’s train, with the onset delay increased systematically during each of six runs in increments of 2.5 msec (representing phase delays of 0° through 180° of a 40 Hz cycle). Right, Each of the combined current trains was injected into the recorded neuron (black circle) in whole-cell mode. B. Comparison of the time course of an evoked and simulated PSP. A PSP evoked by extracellular stimulation (black trace) is overlaid with a simulated PSP (gray trace) evoked by injection of a simulated PSC (bottom trace) generated using Equation 1 with α = 0.25 (τsyn = 4 msec). In 17 cells in which a PSP was evoked by extracellular stimulation, the range of τsyn that evoked simulated PSCs of similar time course was 1.7–5.5 msec (mean ± SD = 2.5 ± 0.9). C, Typical distribution of interevent intervals used for simulated inhibitory synaptic inputs (σ = 25 msec). D, Graphic depiction of PD index calculation. Left, Plot of three hypothetical PD functions. Right, Each PD function in the plot on the left is reshown above the corresponding vector representations of data points.
(σ) of synaptic event times relative to the start of the stimulus cycle. In addition, the average amplitude of a randomly varying inhibitory conductance could be specified.

Figure 1A is a schematic of the elements of a 250 msec current train. The average firing rate of each input was 25 Hz. Synaptic input events were phase-locked to a 40 Hz sinusoid representing the gamma oscillations in neocortex. For each of N inputs, the presence or absence of an event during each of 10 stimulus cycles was determined randomly with a uniform distribution using a probability (p) of 0.625 (25/40 Hz). Thus Np events occurred during an average stimulus cycle.

A waveform describing the excitatory current, I, was generated for each event, described by the following function:

\[ I(t) = k \alpha \exp(1 - \alpha t), \]

where \( t \) is the time, \( k \) is the peak amplitude of the unitary current (fixed at 25 pA), and \( \alpha \) is inversely related to the time course of each synaptic event. Values are given below in terms of the synaptic time constant \( \tau_{syn} \), where \( \tau_{syn} = 1/\alpha \). The range of \( \tau_{syn} \) was chosen to produce simulated postsynaptic potentials (PSPs) both longer and shorter than those evoked by extracellular stimulation (Fig. 1B) (also see Fig. 4). The control value of \( \tau_{syn} \) (2 msec) produced a PSP that was too narrow to sustain multiple action potentials except with extremely high intensity input. In some experiments the excitatory inputs were applied using the dynamic clamp technique, with reversal potential set at 0 mV and \( \tau_{inh} \) fixed at 4 msec. Average inhibitory conductance \( \bar{G}_{inh} \) is given in nanosiemens. The conductance waveform was converted into current to be injected into the recorded neuron according to the following formula:

\[ I(V_m, t) = g_{inh}(t) \ast (V_m(t) - E_{inh}), \]

where \( g_{inh}(t) \) is the conductance at time \( t \), \( V_m(t) \) is the membrane potential at time \( t \), and \( E_{inh} \) is the reversal potential for the GABA \(_A\) receptor-mediated conductance, set at –66 mV (Szewczyk, 1999).

At each sampling point, after injection of the excitatory current, the computer performed a 20–40 kHz alternation of analog-to-digital (A/D) conversion and digital-to-analog (D/A) conversion: the computer sampled \( V_m(t) \), calculated Equation 2, and injected the resulting current into the neuron. Thus, the injected current varied dynamically with \( V_m \) (Robinson and Kawai, 1993; Sharp et al., 1993).

Recording protocol. The stimulus trains were injected with a pause of 3–4 sec between trains. For each combination of input parameters, a set of six phase-delay trains was injected in sequence, and then the sequence was repeated in three to five trials, with unique trains constructed for each of the trials. An action potential was counted each time \( V_m \) exceeded a threshold (usually –1 mV). The average firing rate of the recorded neuron in response to a particular phase delay, in Hertz, was calculated by multiplying by 4 the number of action potentials occurring within a 250 msec train, averaged over all trials.

This experimental design included a measurement bias, in that the start of the 250 msec combined train lacked the contribution from the second (delayed) input group, up to 12.5 msec at 180° (5% of the train length). This small bias was judged insignificant after comparing results obtained with the full 250 msec versus the last 237.5 msec in several representative neurons.

Data analysis. The plot of firing rate as a function of phase delay for a given phase-delay sequence is denoted the “phase-delay function” (PD function) for each PD function using a method adapted from the vector strength of Goldberg and Brown (1969). PD index quantified the shape of the PD function with values between –1 and 1. Quantification allowed comparison of firing behavior between values of each parameter (input intensity, \( \tau_{syn} \), \( G_{inh} \) and jitter). The term “index” refers to a continuum of shapes with different qualities, not a scale from best to worst. With a PD index of 1, all action potentials occurred at one phase delay (90°); with a PD index of 0, action potentials were distributed evenly across phase delays, i.e., firing rate was a constant function of phase delay. PD functions with negative and positive slopes are distinguished by positive and negative PD index values, respectively. Thus a positive, zero, or negative PD index indicates that greater synchrony between the two groups increased, had no effect on, or decreased firing rate, respectively.

To calculate the PD index (Fig. 1D), each phase delay of the sequence was converted to a vector, with the magnitude given by the firing rate, and the direction calculated as the angle:

\[ \theta = \phi \cdot 2\pi/360, \]

where \( \phi \) is the phase delay (0° through 180°). Vectors for phase delays between 180° and 360° were assigned magnitudes symmetrical to those between 0° and 180°. The vectors were summed, and the magnitude of the resulting vector, known as the vector strength, was used for the PD index. As PD functions in which firing rate was greater at 180° than at 0°, the function curve was first flipped about its horizontal axis before vector magnitudes were assigned; the resulting vector strength was then multiplied by −1.

Many potential measures would have adequately reflected trends in firing behavior, because, as shown in Results, firing rate was a monotonically decreasing, constant, or monotonically increasing function of phase delay. PD index reflected the shape of the PD function sensitively and with low distortion, as illustrated in Figure 2C, in which PD functions grouped by PD index have similar shapes. Although each PD function has a unique PD index, the reverse is not true.

Input intensity. The measure of excitatory input intensity (E) was the peak current of one input group during an average stimulus cycle, normalized between neurons. It was calculated as:

\[ E = kNp/T, \]

with \( k \), \( N \), and \( p \) as described above. \( T \) is the current required for the neuron to reach action-potential threshold, defined as the minimum amplitude 4 msec square-wave current pulse reliably evoking an action potential from rest. \( T \) closely matched [100 ± 6% (SEM); \( n = 18 \) the minimal peak simulated excitatory synaptic current with \( \tau_{syn} = 2 \) msec (Eq. 1) reliably evoking an action potential from rest.

Results

Results are on the basis of recordings of 79 layer 5 pyramidal neurons in slices of rat somatosensory cortex. Cells were rejected
Input intensity influences the slope of the PD function

We first investigated the effect of phase delay on firing rate under conditions of low input intensity. We then studied how this effect varied with increasing input intensity. Figure 2A contrasts the effects of low and high input intensity levels on the response of a typical neuron at three phase delays. With low (top) or high (bottom) input intensity, respectively, firing rate decreased or increased as a function of phase delay.

Figure 2B plots the PD function (see Materials and Methods) for a neuron supplied with four input intensity levels. The PD function slope varied, undergoing systematic change with increasing input intensity, from a negative value, to zero, to a positive value. As explained below, the slope depended on the change in peak amplitude of temporally summed PSPs at successive phase delays.

At the lowest intensity shown (E = 0.5), the negative slope of the PD function was caused by a decrease in total PSP amplitude arising from temporal summation as the two input groups became more separated in time. When input intensity was increased to E = 0.7, the PD function shifted up. Higher firing rates occurred because some minimally subthreshold PSPs at each phase delay were boosted above threshold. At E = 1, the PD function was nearly constant because, although the tail was pulled up (from 24 to 44 Hz at 180°), the start remained fixed (40 Hz at 0°). A firing rate of 40 Hz was maximal at 0°, because an action potential was produced during every 40 Hz stimulus cycle and PSPs were too narrow to sustain multiple action potentials. At E = 1.5, the slope of the PD function was positive, because both the 0° and 180° firing rates were at their respective maxima. As seen in Figure 2A (bottom), the maximal firing rate at 180° (80 Hz) was twice that of 0° (40 Hz) because PSPs occurred twice as often at 180°.

PD index (see Materials and Methods) was effective in demonstrating trends in firing behavior (Fig. 2C). The increasing slope of the PD function (Fig. 2B) is plotted as a steady decrease in PD index in Figure 2D. The neuron of Figure 2B is represented by large symbols. Low (E = 0.5 and 0.7), medium (E = 1.0), and high (E = 1.5) intensities, at which PD function slopes are negative, zero, and positive, respectively, are plotted as positive, zero, and negative PD index values. Data points for 51 other neurons (Fig. 2D, small open circles) are clustered in a negatively sloped band showing the same trend (illustrated by the trend line).

In Figure 2D and other plots of PD index versus input intensity, the axes highlight important boundaries. The horizontal axis, PD index = 0, represents the boundary between positively and negatively sloped PD functions. The vertical axis, E = 1, represents the intensity at which this boundary would be expected. Here is why. At E = 1, the peak current of an average stimulus cycle is kN p = T (Equation 4), which is the current required to reach action potential threshold under control conditions (τsyn = 2 msec; Goh = 0 nS). At 0° phase delay, current peaks of the two trains occur simultaneously, so the peak of each 40 Hz cycle is nearly certain to exceed T. In contrast, at 180° phase delay, current peaks of the two trains occur independently, and only half of the 80 Hz cycles have peak current exceeding the average, T. Thus a firing rate of 40 Hz would be expected at both 0° and 180° phase delays, resulting in a constant PD function. In Figure 2D, the trend line passes just above and to the right of the intersection of the axes, indicating that a slightly higher than expected intensity was required to reach threshold during an average stimulus cycle. This was most likely attributable to intrinsic membrane conductances that produced net hyperpolarization during the course of each train.

The negative slope of the PD index trend line shows that as input intensity was increased, synchrony between the two input groups became progressively less efficient in increasing the firing rate of the neuron, until it eventually began to dampen firing rate. The opposing effects of input synchrony on firing rate indicate unreliable CD, i.e., firing rate could not reliably provide information to a target neuron about input phase delay. If firing rate is
be used as a signaling code for input phase delay, one or more devices must be available to improve CD reliability. In the remainder of our study we explored the effectiveness of several mechanisms that might potentially reduce the influence of input intensity on firing rate.

The synaptic time constant ($\tau_{\text{syn}}$) alters the slope and $Y$-intercept of the PD function

Variation in membrane conductance may be a physiologically realistic mechanism for compensating for the effect of input intensity on the PD function. In a modeling study, Bernander et al. (1991) showed how an increase in membrane conductance (attributable to increased synaptic noise), by shortening the membrane time constant, would reduce PSP time course and consequently reduce temporal summation between asynchronous inputs [see also Softky (1994) and Ho and Destexhe (2000)]. Koch et al. (1996) suggested that the membrane time constant varies dynamically depending on global network activity level. In an in vivo study, Destexhe and Pare (1999) demonstrated the physiological significance of this effect by finding a fivefold mean increase in membrane conductance during periods of high synaptic activity compared with the resting state.

Recent studies have shown that there are subcellular differences in membrane conductance between dendritic and somatic compartments that affect temporal integration (Pouille and Scanziani, 2001; Oviedo and Reyes, 2002; Williams and Stuart, 2002). To simulate an alteration of membrane conductance in the dendritic compartment, we altered $\tau_{\text{syn}}$ of our input currents. Short values of $\tau_{\text{syn}}$ simulated a state of high synaptic noise, in which a short dendritic membrane time constant would result in rapid PSP rise and decay. Long values of $\tau_{\text{syn}}$ simulated a resting state, in which long-distance signal propagation would result in an extended rise and decay (Rall, 1977). Dendritic calcium spikes cause a similar elongation (Hauser et al., 2000).

In most experiments we applied excitatory inputs in current clamp rather than dynamic clamp mode, for two reasons. First, the somatic conductance change from dendritic excitatory inputs is relatively small compared with inhibitory inputs attributable to the electrotonic distance of most excitatory synapses from the soma. Second, use of current clamp allowed us to maintain a constant simulated PSP time course while we explored PD index as a function of input intensity for each $\tau_{\text{syn}}$ (Fig. 3B). In contrast, in dynamic clamp mode, each increase in input intensity would have been accompanied by an increase in conductance, which would have resulted in shorter PSPs (although PSP width remained constant), thereby altering both intensity and membrane time constant at once. For comparison, however, we did apply excitatory inputs in dynamic clamp mode in 10 cells (Fig. 4D).

We found that a shorter $\tau_{\text{syn}}$ (i.e., greater synaptic noise) could compensate for an increase in input intensity, as predicted. Figure 3A illustrates how $\tau_{\text{syn}}$ affected the PD function in a neuron supplied with high intensity input ($E = 1.3$). With the control value of $\tau_{\text{syn}}$ (2 msec; black circles), the PD function had a positive slope (Fig. 2B) ($E = 1.5$). With a shorter value of $\tau_{\text{syn}}$ (1 msec; red circles), the PD function had a negative slope similar to that achieved with a lower input intensity ($\tau_{\text{syn}} = 2$ msec; $E = 0.67$; black diamonds).

Although further reduction of input intensity (to $E = 0.32$, $\tau_{\text{syn}} = 2$ msec) (Fig. 3A, black squares) caused an approximately proportional downward shift of the PD function along the $y$-axis, further shortening of $\tau_{\text{syn}}$ (to 0.5 and 0.25 msec; $E = 1.3$; red triangles and squares) both shifted down the function and changed its shape. The early part became steeper and the tail became flatter. This pattern reflected increased sensitivity at small phase delays, with less distinction among larger phase delays. In contrast, lengthening $\tau_{\text{syn}}$ from the control value (to 4 msec; red diamonds) shifted up the PD function, which decreased the relative difference in firing rates between phase delays.

We found that $\tau_{\text{syn}}$ controlled the position of the neuron along a continuum of operating modes (Bernander et al., 1991; Kisley and Gerstein, 1999; Rudolph and Destexhe, 2003): with very short versus very long values of $\tau_{\text{syn}}$, firing rate represented either input phase delay or input intensity, respectively. Thus with shorter versus longer $\tau_{\text{syn}}$ neurons were better coincidence detectors or classical temporal integrators, respectively. This principle is illustrated in Figure 3, B and C.

Figure 3B, in a plot of PD index versus input intensity, summarizes the responses of 12 neurons to six values of $\tau_{\text{syn}}$. Shortening $\tau_{\text{syn}}$ below 2 msec shifted up the PD index trend line. The greater $Y$-intercept indicated a more negative PD function slope.
at a given input intensity, i.e., more sensitive CD. The consequently greater X-intercept indicated that negative PD function slopes could be found at a wider range of input intensities, i.e., more reliable CD. In contrast, lengthening $\tau_{\text{syn}}$ above 2 msec compressed the data points toward the x-axis (PD index = 0.1 ± 0.13, $\tau_{\text{syn}}$ = 2 msec, E = 1 ± 1.3, n = 14; PD index = 0.0 ± 0.06, $\tau_{\text{syn}}$ = 8 msec, E = 1 ± 1.3, n = 7; $p = 0.053$; two-tail t test assuming unequal variances), i.e., less sensitive CD.

Figure 3C demonstrates the performance of neurons as temporal integrators. Average firing rate is plotted as a function of input intensity at long and short values of $\tau_{\text{syn}}$ (8 and 0.5 msec, respectively). Each data point represents the firing rate averaged between all six phase delays of a PD function. With the longer $\tau_{\text{syn}}$, the trend line has a steeper slope ($R^2 = 0.47$, $\tau_{\text{syn}}$ = 8 msec; $R^2 = 0.68$, $\tau_{\text{syn}}$ = 0.5 msec), indicating that firing rate was more sensitive to input intensity. Also, with the longer $\tau_{\text{syn}}$, the SD error bars are shorter (3.46 ± 0.477 (mean ± SEM), $\tau_{\text{syn}}$ = 8 msec, E = 1 ± 1.3; 6.93 ± 1.02, $\tau_{\text{syn}}$ = 0.5 msec, E = 1 ± 1.3; $p = 0.010$; two-tail t test assuming unequal variances), indicating that firing rate varied less between phase delays, i.e., firing rate more reliably represented input intensity.

At any given value of $\tau_{\text{syn}}$, the PD function was somewhat influenced by input intensity, as evidenced by the negative slope of the trend lines in Figure 3B; however, sometimes an increase in input intensity could be compensated almost perfectly by a decrease in $\tau_{\text{syn}}$, as in Figure 3A (red circles and black triangles). Four examples are illustrated in Figure 3D. This plot includes neurons in which PD functions at two intensity levels (data points connected by lines) were similar both in slope and y-intercept. In all such cases, PD index was near zero, so the firing rate remained constant in the face of changes in both input intensity and phase delay.

The condition illustrated in Figure 3D might occur when an independent increase in proximal synaptic noise accompanies an increase in synaptic signal intensity. Proximal synaptic noise would be mediated to a large extent by inhibitory input, which we investigated systematically in dynamic clamp experiments described below.

**Processes mediating the effects of $\tau_{\text{syn}}$**

Figure 4 illustrates the processes that mediated the range of responses seen with different values of $\tau_{\text{syn}}$. First, as anticipated, the width of PSPs decreased along with the width of PSCs (Fig. 4A). A narrower PSP resulted in a narrower integration time window, which made the PD function steeper. With a short $\tau_{\text{syn}}$ (0.5 msec), PSPs at a phase delay as small as 36° rarely summed to threshold because of their rapid decay.

Second, PSP rise time exceeded PSC rise time, because $\tau_{\text{in}}$ was longer than most $\tau_{\text{syn}}$ that we explored. When $\tau_{\text{syn}}$ was shortened, PSP rise was halted earlier, because the PSC peak arrived earlier. The curtailed rise reduced peak PSP amplitude. This accounts for the downward shift of the PD function along the y-axis (Fig. 3A), an effect similar to that seen in Figure 2B when input intensity was reduced (from $E = 0.7$ to 0.5).

The second effect could be specific to the in vitro preparation. $\tau_{\text{in}}$ remained constant and longer than $\tau_{\text{syn}}$, because of the constant and low level of synaptic input at or near the soma. Additional synaptic activity, as would be expected in vivo, would increase conductance and decrease $\tau_{\text{in}}$; however, that decrease in $\tau_{\text{in}}$ may itself compensate somewhat for the associated increase in input intensity. This hypothesis is supported by Figure 4D, A plot of PD index versus input intensity from an experiment in which excitatory inputs were delivered in dynamic clamp mode, which simulates natural synaptic conductance (Robinson and Kawai, 1993; Sharp et al., 1993). The data obtained in current-clamp mode (i.e., mean ± SEM of the data from Fig. 2D) are also plotted in Figure 4D for comparison. Note that PD index values were higher in dynamic clamp mode (at least at intermediate intensity levels), indicating that the effective decrease in $\tau_{\text{in}}$ attributable to the simulated synaptic conductance increased CD sensitivity.

In a third process, intrinsic somatic membrane conductances were responsible for the flat tail of the PD function seen with very short $\tau_{\text{syn}}$. A nonlinear process can be inferred from the biphasic shape of the PSP decay visible with the shortest $\tau_{\text{syn}}$ (Fig. 4A) ($\tau_{\text{syn}}$ = 0.5). As a result of this biphasic decay, temporal summation of PSPs occurred in a biphasic pattern. We quantified this process in...
four neurons in Figure 4B. This is a plot of average subthreshold PSP peak amplitude at six phase delays, comparing the control $\tau_{syn}$ (2 msec) with short $\tau_{syn}$ (0.5 msec). With the control $\tau_{syn}$, peak amplitude declined smoothly with phase delay. With the short $\tau_{syn}$, peak amplitude dropped steeply initially and then more gradually in the last five phase delays, suggesting the presence of a persistent net depolarizing conductance, such as the persistent sodium current (Stafstrom et al., 1982). By slowing PSP decay, this conductance increased temporal summation of PSP tails, maintaining a non-zero firing rate in the later phase delays (Fig. 3A, red triangles and red squares).

Finally, intrinsic conductances were also responsible for repetitive firing, which contributed to the constant PD functions seen with long $\tau_{syn}$. Multiple spikes were generated during broad PSP peaks so the firing rate was no longer limited to 40 Hz at 0° phase delay. Repetitive firing during broad PSP peaks is demonstrated in Figure 4A (36° phase delay).

Inhibitory conductance increases CD sensitivity and reliability

Another mechanism that might compensate for the influence of input intensity on the PD function is synaptic inhibition. The GABA$_A$ receptor-mediated conductance dominates synaptic input to the soma and proximal dendrites (Beaulieu et al., 1992; White et al., 1994), making it well suited for overcoming limitations imposed by somatic membrane properties.

In cerebellum (Hauser and Clark, 1997), auditory brainstem neurons (Funabiki et al., 1998), and hippocampal pyramidal neurons (Pouille and Scanziani, 2001), GABAergic synaptic inhibition has been found to increase sensitivity to input timing by narrowing the integration time window. This effect is mediated primarily by the added shunting conductance, similar to the effect of shortening $\tau_{syn}$. In addition, in auditory brainstem coincidence detectors, inhibition has been proposed to reduce sensitivity to input intensity (Pena et al., 1996; Yang et al., 1999). In that brain region, tolerance to input intensity may be built in by anatomical design through collateral excitation of inhibitory interneurons, so that inhibition is upwardly scaled with excitatory input intensity. In neocortex, collateral connections might allow similar upward scaling of inhibition with excitation (Galarreta and Hestrin, 1998; Varela et al., 1999).

To study the effect of somatic synaptic inhibition on the PD function, we simulated random inhibitory conductance in our input current trains using the dynamic clamp technique. Figure 5A shows firing rate versus phase delay for the same neuron as in Figure 3A. As with shorted $\tau_{syn}$, the addition of $G_{inh}$ compensated for increased input intensity, changing a positive PD function slope to a negative one (compare filled circles with open circles); however, it affected the shape of the PD function differently. The contrasting effects are illustrated in Figure 5B, which shows negatively sloped PD functions (matched for firing rate at 0° phase delay) averaged separately under the different conditions (for details, see Figure 5 legend). Under control conditions at low input intensity ($E = 0.6 \pm 0.06$; filled circles), a smooth sloped PD function was found. With short $\tau_{syn}$ ($\approx 1$ msec) at nearly twice the input intensity ($E = 1.1 \pm 0.12$; X symbols), firing rate dropped rapidly at 36° to nearly half its original value and then declined slowly. In contrast, in the presence of $G_{inh}$ with the same input intensity as with $\tau_{syn} \leq 1$ msec ($E = 1.1 \pm 0.09$; open circles), the PD function had a smooth slope similar to control conditions but was steeper, dropping to near 0 at 180° phase delay.

The stepwise addition of $G_{inh}$ resulted in a systematic change in the shape of the PD function (Fig. 5C, one representative neuron). The slope became more negative as $G_{inh}$ increased. The broadest range of firing rates between 0° and 180° was found in an intermediate range of average total $G_{inh}$ (41 nS; open symbols). With very high $G_{inh}$ (>50 nS), firing at the later phase delays was completely suppressed, resulting in a nearly binary distinction between synchronous and asynchronous input. The response of the neuron to the stepwise addition of $G_{inh}$ is illustrated in Figure 5D by a steady rise in PD index.

PD index increased as a function of the inhibition to excitation ratio ($G_{inh}/E$). This relationship can be seen in Figure 6A, which summarizes the responses of all 15 neurons in which $G_{inh}$ was used. In the plot, each PD index value in the presence of $G_{inh}$ (red dots) is aligned vertically above the value obtained at the same excitatory intensity in the absence of $G_{inh}$ (black dots).

A negatively sloped PD function could be produced at any input intensity with the addition of sufficient $G_{inh}$. Figure 6B summarizes the responses of 15 neurons in the presence of various levels of $G_{inh}/E$, in a plot of PD index versus input intensity. Addition of $G_{inh}$ shifted up the trend line (i.e., CD became more sensitive). As a result, the X-intercept increased beyond the highest intensities tested ($E = 2.4$) (i.e., CD became highly reliable).

Even with a constant level of $G_{inh}/E$, the PD function was somewhat influenced by input intensity, as evidenced by the negative slopes of the trend lines in Figure 6B; however, sometimes a particular negatively sloped PD function could be maintained in the face of increased input intensity by upward scaling of $G_{inh}/E$. Examples are shown in Figure 6C, a plot like that in Figure 3D in.
which PD functions at two intensity levels (data points connected by lines) were similar in both slope and Y-intercept. In these cases, upward scaling of $G_{inh}/E$ perfectly compensated for the influence of input intensity on firing rate, making CD consistent across intensities. The low values of inhibition at which we observed these effects are within the range of inhibitory conductance seen during modest visual stimulation *in vivo* (i.e., $\sim 25$ nS) (Borg-Graham et al., 1998; Anderson et al., 2000). Theoretical considerations, however, imply that the larger values of inhibition used in this study might be attained during more intense activity (Beaulieu et al., 1992; Salin and Prince, 1996; Galanarreta and Hestrin, 1997; Destexhe and Pare, 1999). GABA$_A$ conductances of 70–90 nS have been reported in pyramidal cells *in vitro* in response to local extracellular stimulation (Connors et al., 1988) and *in vivo* during highly synchronized activity (e.g., during seizures) (Timofeev et al., 2002).

**Processes that mediate the effects of $G_{inh}$**

We identified three processes mediating the effects of $G_{inh}$. Figure 7A, showing current and $V_m$ traces, demonstrates these effects in one neuron. The driving force of $G_{inh}$ on $V_m$ toward its reversal potential ($E_{rev}$) is evident in the current trace. A brief outward current occurred during the action potential.

The first mediating process was a hyperpolarizing influence of $G_{inh}$ on $V_m$. This is illustrated by Figure 7B, in which individual peaks from traces in the presence and absence of $G_{inh}$ are overlaid. $G_{inh}$ reduced the amplitude of PSCs (bottom left) because of the increase in outward current with depolarization. This resulted in lower amplitude PSPs (top left). This hyperpolarizing effect caused a larger reduction of firing rate as phase delay increased because the minimally suprathreshold EPSPs at longer phase delays were made subthreshold by a relatively smaller decrease in amplitude.

Second, $G_{inh}$ shortened the time course of PSCs and consequently of PSPs, with faster rise and decay (Fig. 7B, center; both current and $V_m$ scaled to height). This occurred because the increase in conductance shortened the effective membrane time constant. As seen with shortened $\tau_{syn}$, a shorter PSP narrowed the integration time window, which increased sensitivity to input phase delay. In contrast to the shortened $\tau_{syn}$, the increase in sensitivity with $G_{inh}$ was not limited to the smallest phase delays by a flat PSP decay tail, because $V_m$ was controlled primarily by the simulated GABAergic conductance instead of by intrinsic conductances.

The third process was a depolarizing influence of $G_{inh}$ on $V_m$ (Gulledge and Stuart, 2003). This occurred during excursions negative to $E_{syn}$, such as an action potential afterhyperpolarization (Fig. 7B, right). As $V_m$ fell below $E_{syn}$ (top right, arrow), the driving force of $G_{inh}$ reversed direction. The reversal is evident in the upward deflection in the current (bottom right, arrow). The depolarizing influence appeared to be most significant at the lower phase delays, as seen by the subtle boosting of the firing rate.
at the lower phase delays (Fig. 7B, inset). This was attributable to the greater elapsed time between peaks during which \( V_{m} \) remained below \( E_{rev} \) (Fig. 7A, compare left and right panels). In vivo, the depolarizing effect would be greatest during periods of slow firing and for neurons with large afterhyperpolarizations that go below \( E_{rev} \). If \( E_{rev} \) were significantly more negative (e.g., approximately \(-75 \text{ mV}\)), as has been suggested by some in vivo intracellular studies in adult cortex (Pare et al., 1998), the depolarizing effect would become less significant.

**Jitter lengthens the time course and reduces the amplitude of current fluctuations**

The precision of correlated firing of neurons varies widely in different areas of cortex and under different behavioral conditions. Peak width of cross-correlations of spike activity ranges from several to tens of milliseconds (Castelo-Branco et al., 2000; Baker et al., 2001). Variation in the arrival time of synchronized synaptic events (jitter) would influence \( V_{m} \) at the soma. We explored the influence of jitter on the PD function at different input intensity levels.

In a typical neuron, a large jitter (\( \sigma = 9 \text{ msec} \)) obscured input phase delay, resulting in a constant PD function at both low- and high-input intensity levels (Fig. 8A, left and right, diamonds). A small jitter (\( \sigma = 3–6 \text{ msec} \)), however, could compensate some-what for increased input intensity. When input intensity was low, it caused a downward shift (Fig. 8A, left, from filled circles to X symbols) and some flattening. When input intensity was high, it could transform a positive into a slightly negative slope (Fig. 8A, right, from filled circles to open circles).

The effect of input jitter on 12 neurons is summarized in the plots of PD index versus input intensity at each level of jitter (Fig. 8B). The \( \sigma = 0 \text{ plot} \) is a subset of Figure 2D. As jitter was increased from \( \sigma = 0–6 \text{ msec} \), the slope of the trend line became less negative (i.e., CD became more consistent across input intensities); however, at \( \sigma = 9 \text{ msec} \), PD index values at all intensities were close to zero. Thus, as \( \sigma \) increased there was a decrease in and eventual loss of CD sensitivity.

The current traces in Figure 8C illustrate how jitter produced these effects. Interspike interval histograms are shown below each current waveform. When inputs were jittered, the reduced synchrony between neurons within each group resulted in current peaks that were both broader and lower amplitude. The broadening of current peaks lengthened the integration time window similar to the effect of a long \( \tau_{syn} \) blurring the distinction between phase delays, thereby making the PD function more nearly constant. Peak broadening was the primary effect with \( \sigma = 9 \text{ msec} \), where current fluctuations resembled noise. A small jitter (\( \sigma = 3 \text{ or } 6 \text{ msec} \)), however, reduced current amplitude without abolishing periodic input structure, so firing rate was reduced preferentially at greater phase delays, as with decreased input intensity.

**The combination of both jitter and \( G_{inh} \) enhances sensitivity and consistency**

Synaptic input to neurons in vivo contains complex combinations of the influences that we have explored. To investigate how multiple influences might interact to alter the PD function, we used input trains with both \( G_{inh} \) and jitter.

As described above, adding \( G_{inh} \) increased CD sensitivity (increasing the \( Y \)-intercept of trend line) (Fig. 6B) but not its consistency across input intensities (negatively sloped trend lines) (Fig. 6B). In contrast, jitter decreased CD sensitivity but increased its consistency (trend line slope approaching zero) (Fig. 8B). We found that with both jitter and a constant level of \( G_{inh} \) (no supralinear increase in \( G_{inh} \) required), firing rate was consistently sensitive to input phase delay regardless of input intensity.

The combined effects can be seen by comparing three levels of jitter on the plot of PD index versus input intensity; \( \sigma = 0, 3, \text{ and } 6 \text{ msec} \) (Figs. 6B, 9A, B). Each plot includes a range of \( G_{inh} \) levels. As when jitter was added alone (compare Fig. 6B with Fig. 9A or B), the band of data points for a given level of \( G_{inh} \) (e.g., \( G_{inh} = 1–16 \); open red circles) tended to slope downward less steeply, indicating more consistent CD across input intensities. The ad-
dition of $G_{inh}$ however, increased CD sensitivity without loss of consistency across input intensities (e.g., for $\sigma = 6$ msec) (compare Figs. 8B, 9B).

Discussion

We investigated whether neocortical pyramidal neurons could perform a form of CD by exploring their firing rate representation of input phase delay. Under control conditions, input intensity determined whether firing rate increased or decreased with greater phase delay or was independent of phase delay (Figs. 2B–D). These findings in rat cortical neurons were consistent with those from computer simulations of a different form of CD (Bernander and Koch, 1994; Murthy and Fetz, 1994; Rudolph and Destexhe, 2001) in which input timing was represented by the distribution of events within a single input group, rather than by the phase delay between two input groups. We extended these findings by showing that when input features were altered, the influence of input intensity decreased. The input train features that we altered represented dynamic properties of synaptic input that vary from moment to moment in vivo.

By shortening $\tau_{syn}$ we simulated an increase in dendritic membrane conductance, as might occur in vivo during periods of increased synaptic noise (Destexhe and Pare, 1999). Shortening $\tau_{syn}$ could compensate for the influence of increased input signal intensity, switching the PD function slope from positive to negative (Fig. 3A). This finding suggests that the increase in conductance resulting from noisy background activity in vivo could help maintain reliable CD at a wide range of input signal intensities (Fig. 3B). As expected (Bernander et al., 1991; Kisley and Gerstein, 1999; Rudolph and Destexhe, 2003), we found that $\tau_{syn}$ controlled the position of the neuron along a continuum of operating modes between CD and temporal integration: a short or long $\tau_{syn}$, respectively, made firing rate more sensitive to input phase delay or input intensity (Fig. 3C,D). Shortening $\tau_{syn}$ below 2 msec preferentially increased the sensitivity of firing rate to small ($<36^\circ$) input phase delays. This effect was mediated in part by intrinsic membrane conductances that endowed the PD function with a distinctive biphasic shape (Fig. 4B).

Adding simulated inhibitory conductance shortened the effective $\tau_{m}$. The addition of sufficient $G_{inh}$ could compensate for the influence of increased input intensity, either switching the PD function slope from positive to negative or shifting down the PD function (Fig. 5A). This finding suggests that collateral activation of inhibitory interneurons in vivo could help maintain CD reliability at a wide range of input intensities (Fig. 6B). We found that CD sensitivity increased with $G_{inh}/E$ (Fig. 6A). Supralinear scaling of inhibition with excitation, attributable to differential activity-dependent plasticity at inhibitory and excitatory synapses, has been proposed to maintain circuit stability and underlying sensory contrast adaptation in cortex (Galarreta and Hestrin, 1998; Varela et al., 1999). Our results suggest that an additional role for such supralinear scaling may be to increase CD consistency (Fig. 6C). We also found that different values of $G_{inh}/E$ altered the character of CD in distinctly different ways, from a smooth gradation of firing rate as a function of phase delay to a nearly binary distinction between small ($<36^\circ$) and all other phase delays (Fig. 5C).

A large jitter abolished CD; however, a small jitter could compensate for increased input intensity, either switching the slope of the PD function from positive to negative or decreasing its y-intercept (Fig. 8A). A moderate level of jitter combined with a constant $G_{inh}$ produced CD that was somewhat sensitive and also consistent across a wide range of input intensities (Fig. 9B, open red circles).

Context for the study

The effect of input timing on neuronal output was addressed in several recent studies (Funabiki et al., 1998; Pouille and Scanziani, 2001; Williams and Stuart, 2002) by investigating the time window within which two marginally subthreshold inputs could evoke an action potential. In that approach, concerned with the efficacy of synaptic inputs, the output feature of interest was the probability of producing an output spike. In contrast, the output feature of interest in our study was the firing rate of the neuron. To study the net influence of an input variable on the output of the neuron over time, we used input trains. The resulting ability to combine two suprathreshold inputs allowed us to explore the influence of input intensity. We did not address the question of whether some other output feature, such as precise spike timing, might be used to signal input timing.

Firing rate is of interest because of its known functional significance in some pyramidal neurons. For example, in primary motor cortex it has been found to correlate with parameters of movement such as force (Evarts, 1968) and direction (Georgopoulos et al., 1982). In this context, dynamic influences on firing rate may play an important role in motor control.

We used input phase delay as a systematic, computationally straightforward model of input timing, as it is used in studies of auditory brainstem neurons (Pena et al., 1996; Reyes et al., 1996; Cook et al., 2003). The unrealistically large voltage transients of our simulated inputs exaggerated the effects of temporal summation that would be expected in vivo while allowing exploration of underlying mechanisms. This study was limited to phase delay between inputs at cortical gamma oscillation frequency (40 Hz). At higher or lower frequencies, the degree of temporal summation between input groups would likely increase or decrease, resulting in different PD function slopes; however, the major effects of $\tau_{syn}$, $G_{inh}$, and jitter would not be expected to differ.

A computational role for input phase delay in neocortex has been proposed by Hopfield (1995). In his theory, the phase of an action potential with respect to a transient local oscillatory rhythm could represent an analog variable, such as a sensory input. Analog pattern recognition such as in sensory perception might occur when a neuron receives synaptic input simultaneously from many pathways with different delays. A simple example of such an operation with two incoming pathways underlies binaural sound localization in auditory brainstem coinci-
dence detectors (Goldberg and Brown, 1969; Carr and Konishi, 1990). In hippocampal “place cells,” the phase of synaptic input in relation to the local theta rhythm may represent the animal’s spatial location (O’Keefe and Recce, 1993). Our study explores the viability of phase delay within the gamma oscillation frequency for computation in neocortex.

Neural synchrony, represented by the $0^\circ$ phase delay in our study, has increasingly been observed in neocortex in relation to behavior, for example in motor control (Vaadia et al., 1995; Riehle et al., 1997; Hatsopoulos et al., 1998). The degree of synchrony has been found to vary with behavioral state (Murthy and Fetz, 1996; Baker et al., 2001); however, synchrony has also been dismissed as a byproduct of neural processing rendered meaningless by the low timing sensitivity of pyramidal neurons (Shadlen and Movshon, 1999). Our findings suggest several mechanisms by which neocortex may compensate for these limitations. Although the biophysical properties of neocortical pyramidal cells may not optimize them for CD, their attributes and circuitry may support this task when needed.

**Implications for neural coding**

Our results are consistent with past evidence that input synchronization can efficiently increase firing rate (Segundo et al., 1963; Reyes, 2003); however, as input intensity increases, its efficiency decreases. When input intensity exceeds a threshold, synchronization instead causes the firing rate to fall. The intensity threshold is a boundary beyond which input synchronization may be viewed as a means of gain control, which could be useful for allowing a neuron to ignore redundancy or excessive input.

We have shown several mechanisms that can be used to shift the boundary, to extend the intensity range over which synchronization either efficiently increases firing rate or else acts as gain control. We have also described mechanisms that reduce the responsiveness of the neuron to input synchronization. The firing rate response to synchronized inputs may also be shaped by other dynamic factors such as inhibitory input timing (Gauck and Jae ger, 2000; Galarreta and Hestrin 2001), synaptic depression (Abbott et al., 1997; Kuba et al., 2002; Cook et al., 2003), and chemical neuromodulators.

Each of the three relationships between input synchrony and firing rate may be useful for several different computational tasks. First, a positive correlation is used by auditory brainstem coincidence detectors, which adjust their firing rate to reflect interaural time difference, a continuous parameter that is used to compute sound location. This operation (found at low intensities) with a smoothly graded PD function (Fig. 5C, open circles) may be used in motor cortex during tasks in which the firing rate of a corticospinal neuron controls a continuous parameter of movement such as force (Evarts, 1968). This would be consistent with observations of Baker et al. (2001). During a precision grip task, the highest neural synchrony was observed during a steady hold period, when activity in motor cortex was at low intensity. Baker et al. (2001) noted that slow, synchronous motor cortex input to corticospinal neurons might allow for efficient recruitment when demands on cortical processing are low.

The precise shape of a decreasing PD function might be relevant to its computational use. For example, with a steeply decreasing function, highly synchronous inputs would be far more effective in generating action potentials than inputs with only a slight timing disparity. A steeply decreasing function might be useful in visual cortex for feature grouping, where a binary result is desirable (i.e., either the feature is part of the group or it is not). The narrow peaks found in cross-correlation analysis of spike times in visual cortex during these tasks (Roelfsema et al., 1994; Castelo-Branco et al., 2000) suggest that precise, discrete inputs required for a binary computation may be available.

The second relationship is the negative correlation between input synchrony and firing rate found at high intensities. In the precision grip task of Baker et al. (2001), the lowest neural synchrony was observed during precise movements, when activity in motor cortex was most intense. According to our findings, neurons receiving high intensity input could operate with an increasing PD function, such that an increase in their firing rate would be achieved only by desynchronizing existing inputs or by adding asynchronous inputs. This operation would control gain by ignoring redundant synchronous input.

The gain control function could also be useful in situations of large scale synchrony such as slow-wave sleep. Here it could protect against undesirable consequences of excessive firing such as glutamate toxicity or seizure activity. When seizures do occur, this same gain control may fortuitously provide damage control.

The third relationship between input phase delay and firing rate is independence. When a constant response function occurred because of a large jitter or a long $t_{syn}$, firing rate reflected input intensity reliably and sensitively. This classical “rate coding” strategy describes the operation performed by an orientation-selective neuron in the visual cortex (Hubel and Wiesel, 1962). The firing rate of this type of neuron is determined by the intensity of its thalamic input, which in turn is determined by the proportion of its receptive field stimulated by light. To enhance such a computation, spurious variations in input synchrony might be compensated by adjustments in conductance and jitter.

We have shown how neural coding in neocortex could be influenced by processes that vary on a behaviorally relevant time scale. We have also discussed how the coding strategy could be in flux with changes in behavioral state. The existence of multiple interpretations of firing rate in a constant state of flux would seem to leave the decoding target neuron with a complex problem. The firing rate of any single input to the decoding neuron would necessarily be ambiguous; however, the firing behavior of the decoding neuron itself is determined not by a signal from any one of its inputs, but instead by activity among its input population. For example, if the neuron in Figure 2B represented the corticospinal neuron of Baker et al. (2001), it could be instructed to drive a muscle (via a target motor neuron) to produce about the same force when receiving either low intensity synchronous input ($E = 0.5$; $0^\circ$ phase delay) or somewhat higher intensity asynchronous input ($E = 0.7$; $108^\circ$ phase delay). To function successfully, the decoding target motor neuron need not unambiguously interpret how synchronous was the input to the corticospinal neuron.

Our study has introduced the notion of a varying intensity boundary at which the effect of input synchrony on the firing rate of a neuron is determined. Below this boundary, synchrony increases firing rate, whereas above the boundary, synchrony limits firing rate. In each neuron, this boundary may be shifted by dynamic influences that vary with behavioral state.
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