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Reference Frame of the Ventriloquism Aftereffect
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Seeing the image of a newscaster on a television set causes us to think that the sound coming from the loudspeaker is actually coming from
the screen. How images capture sounds is mysterious because the brain uses different methods for determining the locations of visual
versus auditory stimuli. The retina senses the locations of visual objects with respect to the eyes, whereas differences in sound charac-
teristics across the ears indicate the locations of sound sources referenced to the head. Here, we tested which reference frame (RF) is used
when vision recalibrates perceived sound locations. Visually guided biases in sound localization were induced in seven humans and two
monkeys who made eye movements to auditory or audiovisual stimuli. On audiovisual (training) trials, the visual component of the
targets was displaced laterally by 5– 6°. Interleaved auditory-only (probe) trials served to evaluate the effect of experience with mis-
matched visual stimuli on auditory localization. We found that the displaced visual stimuli induced ventriloquism aftereffect in both
humans (�50% of the displacement size) and monkeys (�25%), but only for locations around the trained spatial region, showing that
audiovisual recalibration can be spatially specific. We tested the reference frame in which the recalibration occurs. On probe trials, we
varied eye position relative to the head to dissociate head- from eye-centered RFs. Results indicate that both humans and monkeys use a
mixture of the two RFs, suggesting that the neural mechanisms involved in ventriloquism occur in brain region(s) using a hybrid RF for
encoding spatial information.

Introduction
The “ventriloquism effect” involves the perception that a sound
arises from the location of a visual stimulus, even when the two
cues are actually in different places (Jack and Thurlow, 1973;
Alais and Burr, 2004). In the “ventriloquism aftereffect,” re-
peated pairings of spatially mismatched visual and auditory stim-
uli produce a shift in perceived sound location that persists when
the sound is presented alone (Canon, 1970; Recanzone, 1998;
Woods and Recanzone, 2004). These effects pose a computa-
tional puzzle because the brain uses different methods for local-
izing visual and auditory stimuli: the retina provides a map of the
visual scene with respect to the eyes, whereas differences in sound
loudness and arrival time across the two ears indicate the loca-
tions of sounds with respect to the head (Brainard and Knudsen,
1995; Razavi et al., 2007). Here, we tested which of these two
reference frames (RFs) is used by the brain when visual stimuli
recalibrate perceived sound locations.

Persistent visually driven biases in perceived sound location
were induced in seven humans and two monkeys. Analogous
experimental procedures were used to assess the similarity of

audiovisual (AV) recalibration across species. Such comparisons
are important for determining whether physiological studies in
nonhuman primates can provide insight into multisensory spatial
processing in humans. Subjects made eye movements to audiovisual
or auditory-only (A-only) stimuli (Knudsen and Knudsen, 1985).
On audiovisual (training) trials, the visual component of the stimuli
was displaced laterally. Interleaved auditory-only (probe) trials
served to evaluate how exposure to mismatched audiovisual stimuli
affected sound localization.

First, we tested whether training in a subregion of audiovisual
space causes local, but not global changes in localization. We used
one initial eye fixation position on training trials and presented
the discrepant audiovisual stimuli from a restricted spatial range
(see Fig. 1A, top). Because the aftereffect was spatially specific, we
could test the reference frame of the recalibration by shifting
fixation on probe trials. Specifically, on interleaved auditory-only
probe trials, we varied initial eye position with respect to the head
(which was fixed) and presented sounds from locations spanning
both the same head-centered locations and the same eye-
centered locations as on the training trials (see Fig. 1A, bottom).

If visually induced spatial plasticity occurs in a brain area us-
ing a head-centered RF, then shifts in perceived sound location
should occur only for sounds at the same head-centered locations
(in Fig. 1B, solid blue line matches the red line). Conversely, if
plasticity occurs in an eye-centered RF, then visually induced
shifts should occur only for sounds at the same eye-centered
locations (dotted blue line is shifted to the left of the red line). A
third possibility is that the neural mechanism involves an inter-
mediate mixture of both RFs (a “hybrid” frame). The predicted
outcomes for head- and eye-centered RFs are displayed in Figure
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1B, bottom, which summarizes the poten-
tial effect as the difference between the in-
duced bias on trials involving the training
fixation and the induced bias on trials in-
volving the nontraining fixation point (FP).

Materials and Methods
General methods. Subjects made eye move-
ments from a visual fixation point to a broad-
band noise delivered from loudspeakers in
darkness. On training trials (Fig. 1 A, top), vi-
sual stimuli were presented simultaneously
with the sounds, using light-emitting diodes
(LEDs) displaced from the locations of the
speakers. On randomly interleaved probe trials
(Fig. 1 A, bottom), only the auditory stimuli
were presented (50% of all trials).

Subjects. Seven human subjects (four fe-
males; three males) and two adult male rhesus
monkeys participated. The human and animal
experimental protocols were approved by the
institutional review committees at Boston Uni-
versity and Duke University, respectively.

Setup. Subjects were seated in a quiet darkened
room in front of an array of speakers and LEDs
(Fig. 1). To keep the head-centered RF fixed, the
subjects’ heads were restrained (humans, chin
rest; monkeys, implanted head post). Subjects’be-
havior was monitored and responses were collected
by an infrared eye tracker (humans) or implanted
scleral eye coil (monkeys). The eye-tracking
system was calibrated using visually guided
saccades to selected target locations at the be-
ginning of each session.

Stimuli. Sounds were broadband noises with
10 ms on/off ramps [humans, 100 ms, 0.2–6 kHz,
70 dB sound pressure level (SPL) (A); monkeys,
�500–1000 ms, 0.5–18 kHz, 50 dB SPL(A)] pre-
sented from speakers mounted on the horizontal
plane �1.2 m (humans) or 1.45 m (monkeys)
from the center of the listener’s head. Spacing be-
tween speakers was 7.5° (humans) or 6° (mon-
keys). The LEDs for the AV stimuli were mounted so that they were either
horizontally aligned with the speakers or displaced (either to the left or to the
right) by 5° (humans) or 6° (monkeys). They were turned on and off in
synchrony with the corresponding speakers. Two additional LEDs 10° (hu-
mans) or 8° (monkeys) below the speaker array served as fixation locations
(azimuths of �11.8° in humans, �8° in monkeys).

Procedures. Trials began with the onset of one of the two fixation LEDs.
After subjects fixated the LED for 150 ms (humans) or 500 ms (mon-
keys), the fixation LED was turned off and the AV or A-only stimulus was
presented. The subjects performed a saccade to the perceived location of
the stimulus (humans were instructed to look to the location of the
auditory component of the stimulus; monkeys were rewarded for a sac-
cade that ended within a 16°-wide rectangular window centered on the
auditory component and covering the visual component on the AV tri-
als). Training (AV) and probe (A-only) trials were randomly interleaved
at a ratio of 1:1 (in the monkeys, 12.5% of the total trials were AV-aligned
and presented from the �30° locations, just outside the range of the
A-only test trials, to keep the monkeys aware of the possible stimulus
range and to reinforce spatial specificity of the induced aftereffect). Trials
were run in blocks with a consistent AV pairing (leftward, rightward, or
no shift). For the monkeys, multiple blocks were conducted per session,
with shifts in a particular direction for that session interleaved with no-
shift blocks. For the humans, each session contained only one block and
the order of blocks was random across the subjects. Each monkey per-
formed a total of 128 –160 blocks of �600 trials each. Each human per-
formed 12 sessions of �720 trials each.

Data analysis. Data from the first quarter of each block were excluded
from the analysis to remove any rapid auditory localization adjustments
observed at the start of each block. Basic analysis of the temporal profile
of the aftereffect is provided in supplemental Figure S1 (available at
www.jneurosci.org as supplemental material).

One noticeable difference between the humans and the monkeys was
that the monkey responses to the peripheral targets were centrally biased
(by 2– 6°) (Fig. 2 B, C), whereas no such bias was observed in the humans
(Fig. 2 A). Both the relatively large response bias and the larger response
variability (supplemental Fig. S2, available at www.jneurosci.org as sup-
plemental material) of the monkey results compared with the human
results may help explain the weaker aftereffect in the monkey data. Pre-
vious reports involving auditory saccades in monkeys have suggested that
monkeys sometimes make two saccades to reach an auditory target (Jay
and Sparks, 1990), and this would appear in our results as a central bias
for targets peripheral to the fixation positions. In our study, monkeys
sometimes but not always made more than one saccade toward the target.
Therefore, for the monkeys, the first saccade (or the second saccade if the
delay between the first and second saccade was �300 ms) was considered
a response. Since this 300 ms criterion was a conservative criterion, many
second saccades were rejected, resulting in an overall central bias in the
monkey responses.

Results
Saccades to auditory targets
Each experimental session started with a control block on which
auditory-only (humans) or auditory-only and visual-only (mon-
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Figure 1. ExperimentalsetupandpredictionsofbehaviorbasedonthetwocandidateRFs.A,AudiovisualdisplayusedtopresenttheAV
training stimuli in one experimental block. At the beginning of each AV training trial (top), the subject had to fixate on the same initial FP;
then, the training stimulus was presented from one of the three center locations, keeping the direction of the induced shift the same (by
consistently presenting the visual adaptor displaced to the left, to the right, or aligned with the target speaker). On the auditory-only probe
trials (bottom), the same nine speaker locations and two FPs were used in all blocks in both experiments. The probe trials were randomly
interleaved among the training trials and the FP and target locations varied randomly from trial to trial. B, Predicted results. Red line,
Expected pattern of biases induced in the A-only probe responses when the eyes fixate the training FP (i.e., the same FP location as on the
AV training trials). Blue lines, The expected pattern of biases in the responses from the nontraining FP if the RF of adaptation is head-
centered (solid blue line) or eye-centered (dotted blue line). The orange lines show the differences between the expected bias magnitudes
from the training versus the nontraining FPs in the two RFs.
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keys) stimuli were presented in random order from different tar-
get locations. Performance on these control trials provided
baseline data on the performance of both the monkeys and the
humans on the auditory localization task (supplemental Fig. S2,
available at www.jneurosci.org as supplemental material). The
average SD of the A-only responses was 3.0° for the humans and
4.3 and 5.0°, respectively, for monkeys F and W.

Ventriloquism effect
An almost-complete ventriloquism effect was observed in the AV
training trials in both the humans and the monkeys. A connected
triplet of green symbols at the top of each panel of Figure 2 rep-
resents the responses to the AV training stimuli with a single
target speaker and the three different visual adaptor locations
(the actual target speaker location is not explicitly shown in the
figure but can be easily determined by finding, for each circle, the
nearest tick mark along the x-axis). For clarity, the symbols are
offset vertically, so that the visually induced shift appears as a tilt
in the triplet of symbols for each target location. In both species
and all conditions, the triangles are displaced toward the visual
adaptor, with the magnitude of the displacement at least 80% of

the imposed offset of the visual adaptor
relative to the auditory stimulus.

Ventriloquism aftereffect
Experience with spatially mismatched AV
stimuli caused both humans and monkeys
to mislocalize sounds in the direction of
the previously presented visual stimuli.
The red and blue symbols in Figure 2 show
responses to A-only targets starting at the
training and nontraining FPs, respec-
tively. As for the AV responses, the re-
sponses to the same A-only targets form
triplets in which the triangles are vertically
displaced from the corresponding circles
for clarity. In the training region and with
eyes at the training fixation, the effect of
interleaved, mismatched AV stimuli was
to shift the saccade endpoints to auditory-
only stimuli by up to 2.7° (or 54% of the
AV displacement) in humans and 1.4° (or
23%) in monkeys. Graphically, this can be
seen by comparing the horizontal posi-
tions of the red triangles with the corre-
sponding red circles in the gray training
regions in Figure 2 (also see Fig. 3, dis-
cussed below).

The first question we asked was whether
the ventriloquism aftereffect generalized to
locations that were not presented in train-
ing trials. We found that, in both spe-
cies, the interleaved ventriloquism trials
affected localization judgments adjacent
to the trained region, but only modestly
so. For example, in the humans, one or
more of the target locations directly adja-
cent to the set of targets in the training
region also showed a shift in saccade end-
points, but the effect diminished with in-
creasing distance from the trained region.
Graphically, the red triplets are more ver-
tically aligned the farther they are from the

gray area in Figure 2. In other words, training with mismatched
auditory–visual spatial cues affected localization judgments lo-
cally, rather than globally. This spatial specificity was similar in
both humans and monkeys, despite the fact that, unlike the mon-
keys, the humans received no “reinforcing” trials with coincident
AV stimuli from locations at the edges of the test range. This
consistent spatial specificity enabled us to explore the spatial
frame in which auditory–visual stimuli are aligned.

These results were confirmed by performing two separate
three-way repeated-measures ANOVAs (one on the human and
one on the monkey A-only data), with the factors of target
speaker location (nine levels), fixation point of the trials (training
vs nontraining FP), and the direction of induced shift (left vs
right). The results of this analysis, summarized in Table 1, show
that the main effect of location was always significant, confirming
that the ventriloquism aftereffect is spatially specific and does not
automatically generalize to the whole audiovisual field. The loca-
tion by FP interaction was also significant in both species, con-
firming that the reference frame of visual–auditory recalibration
is not purely head-centered. However, visual inspection of the data
shown in Figure 2 shows that the reference frame is not purely eye-
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Figure 2. Raw saccade endpoints of the responses to the AV training stimuli and auditory-only probe stimuli as a function of the
actual target speaker location, collapsed across time. The symbols represent responses in different audiovisual conditions (see
legend), separately for the training trials (green), probe trials starting at the training fixation (red), and probe trials starting at the
nontraining fixation (blue). A, Across-human-subject mean (�1 SEM) of responses. B, Monkey F’s across-block means (�1 SEM)
of responses. C, Same for monkey W. The dashed lines connect symbol triplets for the same auditory target when presented with
one of the three different visual adaptors (symbol triplets for A-only responses corresponding to the same target location are not
explicitly connected as they are not confusable). Graphs for each measurement type are plotted in one row, vertically offset from
data for other types, for visual clarity. For display purposes, a post hoc calibration of the eye position data based on saccades to the
full range of visual targets from supplemental Figure S2 (available at www.jneurosci.org as supplemental material) was applied to
the monkey results in this figure.
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centered either. Specifically, if ventrilo-
quism arose in this reference frame, it would
produce a much stronger aftereffect at the
three left-most locations in the nontraining
fixation data (blue symbols), as predicted by
the blue dotted line in Figure 1B; however,
this was not observed.

Reference frame of
visual–auditory recalibration
To analyze the effect that moving the eyes
from the training to the nontraining ini-
tial fixation position has on reference
frame of recalibration, Figure 3, top pan-
els, shows the magnitude of the aftereffect
after collapsing the data across the two di-
rections of the induced shift (note that no
main effect or interaction involving the
direction factor were significant in the
ANOVA analysis) (Table 1). In both spe-
cies, the peaks of the induced shift became
smaller and moved leftward when the ini-
tial fixation moved from the right, train-
ing FP, to the left, nontraining FP (Fig. 3,
top panels, compare red and blue traces).
Thus, the observed results are inconsis-
tent with visual–auditory recalibration
occurring in solely auditory, and head-
centered, brain regions. However, the left-
ward shift of the blue versus the red traces
was never as large as the angular distance
between the two fixation points, as would
be expected if the representation was
purely eye-centered.

To compare the current results more
directly to the predictions of the two mod-
els, a difference between the shift magni-
tudes from the two FPs was computed
(Fig. 3, black traces) and compared with
predictions based on the two models (Fig.
3, orange traces). Again, the results fall be-
tween the predictions of the two models, suggesting that both the
head- and eye-centered signals contribute to visual calibration of
auditory space, resulting in a mixed-reference frame representation.

Since the monkey ANOVA in Table 1 had only two subjects,
two additional one-way ANOVA analyses were performed sepa-
rately, one for each monkey, on the difference data shown by
triangles in Figure 3B. In this analysis, the only factor was the
target location, and the data from each block were treated as a
repeat. Again, these ANOVAs found a significant effect in both
monkeys.

Discussion
Here, we show that when humans or monkeys repeatedly per-
form saccades to an auditory target presented simultaneously
with a spatially displaced visual adaptor, a short-term adaptation
takes place. This adaptation causes auditory location judgments
to be biased toward the visual adaptor location, even on inter-
leaved trials on which no visual adaptor is present. Specifically,
saccades to auditory-only targets presented in an �20°-wide hor-
izontal subregion of space centered on the locations trained with
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Figure 3. Magnitude of visually induced shifts in auditory saccades (top panels) and comparison of the spatial characteristics of
the shifts to predictions based on eye- and head-centered RFs (bottom panels). The graphs in the top panels show the difference
between the saccade endpoint locations on auditory-only probe trials interleaved with spatially displaced AV stimuli (Fig. 2,
triangles) and the endpoints on probe trials interleaved with aligned AV stimuli (Fig. 2, circles). Data are collapsed across the
direction of the AV displacement and across time, excluding the first quarter of each block (for more detailed temporal analysis, see
supplemental Fig. S1, available at www.jneurosci.org as supplemental material). Bottom panels, The effect of the initial fixation
position on the magnitude of the induced shift plotted as the difference between the shifts from the training and nontraining FPs
(i.e., each black line in a bottom panel plots the difference between the red and blue lines from the corresponding top panel). The
reference frame predictions (orange lines) are based on the training FP responses (red lines). A, Across-human-subject means (�1
SEM). B, Across-monkey-subject mean and individual monkey data.

Table 1. Three-way repeated-measures ANOVAs of the human and monkey data

Humans (n � 7) Monkeys (n � 2)

Factor df F Significance df F Significance

Location (speakers 1–9) 8, 48 13.4 *** 8, 8 12.1 ***
Fixation point on A-only trials (training vs nontraining) 1, 6 28.8 *** 1, 1 14.0
Direction of induced shift (left vs right) 1, 6 1.2 1, 1 0.01
Location by FP 8, 48 5.47 *** 8, 8 6.86 **
Location by direction 8, 48 1.9 8, 8 0.31
FP by direction 1, 6 0.35 1, 1 0.63
Location by FP by direction 8, 48 1.36 8, 8 2.42

Significance levels are as follows: *p � 0.05, **p � 0.01, and ***p � 0.005.
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interleaved audiovisual targets were shifted by up to 1.5° (mon-
keys) or 2.5° (humans). The similarity in these across-species
results, despite minor methodological differences (such as differ-
ences in the duration of the auditory stimuli, which were up to
1000 ms for the monkeys and only 100 ms for the humans; the
presence of “reinforcing” trials at the test range edges for mon-
keys, but not humans; etc.), suggests that the mechanisms under-
lying audiovisual spatial calibration are similar in monkeys and
humans. This in turn suggests that physiological studies of audio-
visual spatial integration in monkeys can provide insight into
human perception and behavior.

Overall, the size of the aftereffect, corresponding to 25–50% of
the audiovisual adaptor displacement, is consistent with previous
human studies involving either head pointing responses (Recan-
zone, 1998) or identifying target locations via a categorical button
press response (Bertelson et al., 2006). These past studies report
adaptation from 30% (Bertelson et al., 2006) to 85% of the
induced visual–auditory discrepancy (Recanzone, 1998). The
similarity in these results is striking, given methodological dif-
ferences. For instance, the current study and these past studies
each differed in the training region width and in the spatial sam-
pling of the training region [current study, three locations in a 20°
region; Bertelson et al. (2006), five locations in a 100° region;
Recanzone (1998), 15 locations in a 60° region]. Comparison of
these results suggests that, although it is possible to induce a local
ventriloquism aftereffect (as in the current study), the magnitude
of the effect is weaker than when a large region of audiovisual
space is trained using a dense spatial sampling of training loca-
tions [as in Recanzone (1998)].

Saccade shifts were observed for sounds originating near to,
not just within, the training region. The shift magnitudes gradu-
ally decreased with increasing separation from the training re-
gion, showing that the ventriloquism aftereffect can cause a
spatially specific recalibration. For our monkeys, the presence of
the “reinforcing” AV trials from the edges of the test region (on
12.5% of the trials) may have contributed to the spatial specificity
we found. However, we observed similar specificity in the hu-
mans, who were not presented with reinforcing trials. This, to our
knowledge, is the first report showing that the ventriloquism af-
tereffect is spatially specific and that it can be induced in a subre-
gion of the audiovisual space. In contrast, a previous study in
which bias was induced by compressing vision (Zwiers et al.,
2003) found that shifts generalized to locations outside the
adapted region without any decrease in the shift magnitude out-
side the trained region. It may be that spatial specificity is more
likely to occur when audiovisual targets are only presented in a
narrow range of space, such as we used, compared with the larger
range used by Zwiers et al. (2003). Another possible explanation
of this difference is that the plasticity induced in the current study
was short term (on the order of minutes to hours), not days
(Zwiers et al., 2003); it may even be that different neural struc-
tures are affected by short- rather than long-term training
(Shinn-Cunningham, 2001).

Reference frame of recalibration and brain loci underlying
ventriloquism aftereffect
In both species, the direction of eye gaze (i.e., the FP location)
influenced the pattern of induced biases on the probe trials. It was
not possible to align the eye-dependent bias patterns in either
head- or eye-centered RF. Thus, results support the interpreta-
tion that visually guided spatial adaptation occurred in a mixed
RF. This kind of mixed representation can arise in various ways
(e.g., multiple structures might undergo adaptation, each using a

different frame; the adapted neural structure might receive both
head-centered and eye-centered signals; etc.). Moreover, if mul-
tiple structures undergo adaptation, the character of the repre-
sentation may change over time. Consistent with this idea,
supplemental Figure S1 (available at www.jneurosci.org as sup-
plemental material) shows that the aftereffect arises in a predom-
inantly head-centered representation early during training and a
more mixed representation as training progresses.

Plasticity underlying this adaptation could in principle occur
in the auditory pathway, association areas, the oculomotor path-
way, or some combination of the above. The number of potential
sites encompassed in this list is large, but information on the
multimodal properties and reference frame is only available for a
limited subset of the list. Some form of hybrid representation or
mixed auditory and visual signals has been reported in several
areas of auditory pathway, the posterior parietal cortex, and two
areas responsible for planning saccades. Specifically, signals rele-
vant to the integration of visual and auditory space such as overt
visual responses (Porter et al., 2007) as well as eye position-
dependent modulations of auditory responses (Groh et al., 2001;
Zwiers et al., 2004; Porter and Groh, 2006) have been found in the
inferior colliculus (IC) in the primate. Visual and eye position
signals have also been reported in auditory cortex (Werner-Reiss
et al., 2003; Fu et al., 2004; Brosch et al., 2005; Ghazanfar et al.,
2005). In both the IC and A1, eye position modulation of neural
response was sufficient to cause the representation to be classified
as a hybrid of head- and eye-centered information, in conflict
with classical views that auditory information is generally en-
coded in a head-centered reference frame. However, there are no
studies of the reference frame of earlier areas on the auditory
pathway, so it is not known how early auditory signals might be
transformed from the native head-centered frame of auditory
spatial cues (interaural time and level differences) into a reference
frame more appropriate for integration with visual information.

In the parietal cortex, both visual (Andersen and Mountcastle,
1983) and auditory (Stricanne et al., 1996; Schlack et al., 2004;
Cohen et al., 2005) space are represented. However, that repre-
sentation is also a hybrid representation that reflects a mixture of
head- and eye-centered information (Stricanne et al., 1996;
Duhamel et al., 1997; Mullette-Gillman et al., 2005, 2009). The
superior colliculus (SC) and frontal eye fields also contain both
visual and auditory signals (Meredith and Stein, 1983; Wallace et
al., 1993; Wallace and Stein, 1994) and are thought to be essential
for the generation of all saccades (Schiller et al., 1979). Jay and
Sparks (1987a,b) examined visual and auditory sensory activity in
the SC and reported that visual signals were eye-centered and
auditory signals showed partially shifting receptive fields (a type
of hybrid reference frame). It is not known whether the auditory
saccade-related activity (as opposed to sensory activity) is also
hybrid or whether it is eye-centered, as is the case for visual sac-
cades. However, the ventriloquism aftereffect is not likely to con-
sist purely of saccade adaptation [e.g., as has been studied by
Desmurget et al. (1998) or Hopp and Fuchs (2004)] because (1)
previous studies have observed the aftereffect in paradigms that
did not involve saccades (Recanzone, 1998; Zwiers et al., 2003;
Bertelson et al., 2006) and (2) the main effect of a purely oculo-
motor adaptation would likely depend on whether the induced
shift results in longer or shorter saccades (Hopp and Fuchs,
2004), which we did not observe.

Overall, the current results suggest that, in both human and
monkey, auditory–visual spatial recalibration occurs in a hybrid
reference frame, after auditory spatial information has been par-
tially transformed from a head-centered representation. Addi-
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tional behavioral and neurophysiological studies (e.g., looking at
the temporal profile of the ventriloquism aftereffect) are neces-
sary to fully understand the mechanism and brain areas underly-
ing the recalibration.
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