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Local and Large-Range Inhibition in Feature Detection
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Lateral inhibition is perhaps the most ubiquitous of neuronal mechanisms, having been demonstrated in early stages of processing in
many different sensory pathways of both mammals and invertebrates. Recent work challenges the long-standing view that assumes that
similar mechanisms operate to tune neuronal responses to higher order properties. Scant evidence for lateral inhibition exists beyond the
level of the most peripheral stages of visual processing, leading to suggestions that many features of the tuning of higher order visual
neurons can be accounted for by the receptive field and other intrinsic coding properties of visual neurons. Using insect target neurons as
a model, we present unequivocal evidence that feature tuning is shaped not by intrinsic properties but by potent spatial lateral inhibition
operating well beyond the first stages of visual processing. In addition, we present evidence for a second form of higher-order spatial
inhibition—a long-range interocular transfer of information that we argue serves a role in establishing interocular rivalry and thus
potentially a neural substrate for directing attention to single targets in the presence of distracters. In so doing, we demonstrate not just
one, but two levels of spatial inhibition acting beyond the level of peripheral processing.

Introduction
Lateral inhibition is an almost ubiquitous feature of peripheral
sensory processing, promoting redundancy reduction and effi-
cient neural coding (Srinivasan et al., 1982). Similar mechanisms
have previously been proposed to play a potential role in shaping
response tuning of higher order sensory pathways, but scant ev-
idence exists for it at this level. Indeed, Priebe and Ferster (2008)
suggest that many features of tuning of higher order visual neu-
rons can instead be accounted for by the intrinsic nonlinear gen-
eration of spikes from underlying graded responses and their
interaction with the receptive field. Although this may explain
orientation selectivity, sharp tuning to small targets (the hyper-
complex property) is less easily explained. Long thought to
emerge from “end-stopped” neurons at the level of the visual
cortex rather than early visual processing, the classic work of
Murphy and Sillito (1987) found surprising evidence that neu-
rons of the mammalian lateral geniculate nucleus (LGN) with
relatively simple center-surround receptive field organization
displayed sharp tuning to object size, suggesting that it may result
from lateral inhibition in (or before) the LGN. However, they
also found that abolishing feedback from cortical visual areas
destroyed this selectivity. The precise origin of the presumed
“presynaptic end-stopped” elements that feed into mammalian
hypercomplex cells thus remains enigmatic (Anderson et al.,
2001).

Despite carrying compound eyes with limited spatial resolu-
tion, many insects have sophisticated mechanisms for successful
detection of targets, such as conspecifics, prey, and predators.
This makes insect neurons an ideal model for investigating gen-
eral questions of target selectivity. Optical specializations in the
frontal and dorsal visual fields associated with target detection
and pursuit are especially impressive in dragonflies, indicating
the best spatial acuity recorded in any insect (Horridge, 1978; Land,
1997). These optical specializations are accompanied by underlying
neural machinery optimized for small-target detection. Higher or-
der visual neurons with receptive fields in this eye region and sensi-
tive to small moving targets are found in both the third optic
ganglion of the brain, the lobula (O’Carroll, 1993), and the descend-
ing nerve cord (Olberg, 1981, 1986). These small-target motion de-
tectors (STMDs), recently shown to be physiological analogs of
mammalian hypercomplex (end-stopped) neurons (Nordström
and O’Carroll, 2009) have exquisite size selectivity with peak re-
sponses to moving targets subtending as little as 1–3° of the visual
field with responses suppressed by bars �10° (O’Carroll, 1993;
Geurten et al., 2007). In the dragonfly, target-selective descend-
ing neurons (TSDNs) respond to the motion of small moving
targets. TSDNs control the wing muscles and have input den-
drites in the lateral midbrain (Olberg, 1981), where some hover-
fly lobula STMDs have been shown to terminate (Nordström et
al., 2006; Barnett et al., 2007). This together with the sharp size
selectivity of the two neuron groups strongly suggests that some
lobula STMDs are presynaptic to the TSDNs. Many STMD recep-
tive fields are much larger than the optimal target sizes, and yet
target selectivity is a position-invariant property (Nordström and
O’Carroll, 2006). This indicates that size selectivity is unlikely to
derive from spatially distinct inhibition within the neuron itself.
It is more likely that small-target specificity is generated by “ele-
mentary” small-field target-selective subunits located presynap-
tic to large field STMDs (Wiederman et al., 2008).

In this paper, we investigate underlying inhibitory mecha-
nisms using recordings from a recently characterized STMD neu-
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ron, the dragonfly centrifugal STMD1 (CSTMD1). CSTMD1 is
an efferent neuron with inputs in the lateral protocerebrum and a
large receptive field contralateral to the recording site (Geurten et
al., 2007). It has a large axon that links the two visual hemifields,
permitting stable intracellular recordings and making this an
ideal model for studying local and global mechanisms of target
selectivity. We quantify the range and extent of local spatial inhi-
bition by recording target responses in the presence of a distracter
target at varying separations. We find evidence for a potent sur-
round inhibitory effect operating at a spatial scale that is difficult
to reconcile with previously described lateral inhibition in early
visual neurons (Srinivasan et al., 1982). Using this approach, we
find evidence not only for powerful local inhibitory mechanisms
that shape target selectivity but also for longer range interocular
inhibitory interactions, most likely acting between the recorded
CSTMD1 and its contralateral counterpart.

Materials and Methods
Experimental setup. Wild-caught dragonflies (Hemicordulia tau) were
stored in a refrigerator at 4°C for up to 4 d. They were immobilized with
a beeswax and rosin (1:1) mixture, and the head was tilted forward to
gain access to the posterior surface of the head. A small hole was cut above
the left lobula. We recorded intracellularly with electrodes pulled on a
Sutter Instrument P-97 puller and backfilled with KCl (2 M). The elec-
trode tip resistance was typically �110 M�. The dragonfly was posi-
tioned in front of a high refresh rate (200 Hz) red/green/blue cathode ray
tube (CRT) monitor on which dark targets were presented against a
background luminance of 150 cd/m 2. The dragonfly was positioned fac-
ing the center of the monitor. The display subtended �110 � 80° of the
animal’s visual field of view, with a resolution of 640 � 480 pixels.

Visual stimuli were presented using VisionEgg software (Straw, 2008).
Data were digitized using LabView software at 5 kHz using a 16 bit A/D
converter (National Instruments) and analyzed off-line with MatLab
(Mathworks).

Neuron characterization. Receptive fields and local direction prefer-
ence of neurons were determined as described previously (Nordström
and O’Carroll, 2006; Nordström et al., 2006) by drifting 0.9° square
targets at 55°/s in a series of 21 equidistantly spaced horizontal and 28
vertical scans in opposite directions across the CRT. Responses were
displayed online for immediate identification of the large contralateral
CSTMD1 receptive field. Specificity for small targets was determined
using a sequence of bars of varying length (orthogonal to the direction of
motion) and a fixed width of 0.9° drifting at 55°/s through the receptive
field.

Spatial inhibition. To analyze spatial inhibition, we examined the effect
of a distracter target on a primary target moving horizontally at 55°/s
through the receptive field with a varying vertical or horizontal separa-
tion. The primary target drifted through the receptive field center. We
minimized habituation by giving long rests (�8 s) between trials. In
addition, since habituation is a local phenomenon [see discussion in
Olberg (1981)], we varied the target location by 4° between trials leaving
a minimum 24 s rest between stimulations at any one location.

We subsequently presented two targets moving vertically across the
visual display at 55°/s with varied horizontal separations between the
two. The primary target moved through the receptive field of CSTMD1,
14° from midline to avoid the region of binocular overlap (Horridge,
1978). The distracter target drifted either to the right (positive azimuth
values) or left (negative azimuth values) of the primary target.

To test the directional preference of inhibition, two targets were
drifted at 55°/s. The primary target drifted vertically through the recep-
tive field. We identified a location (A) corresponding to 200 ms (11°) of
the receptive field and defined its 11° mirror location (B) within the other
one-half of our display. This location (B) was used to time a distracter
target, which drifted in different directions. The distracter target drifted
through the B location at the same time as the primary target drifted
through A. This allowed for analysis of the effect of inhibition in four
directions at the same location.

Data analysis. Analysis of spiking responses was done off-line using
MatLab by bandpass filtering the digitized response and then detecting
spikes using an algorithm that makes use of both edge and relative mag-
nitude cues (Nordström et al., 2006). Peristimulus time histograms dis-
play the average spike frequency within 50 ms time windows. Responses
were analyzed as the average spike rate during the time the primary target
drifted through the receptive field. Mean replicates of stimuli within each
neuron were recorded as 1 N. Given N values thus represent the number
of CSTMD1 neurons in different animals with n used to denote total
trials. Data are presented as mean ( N) � SEM unless otherwise stated.
For statistical analysis, we performed paired t tests with a significance
level of p � 0.05 (and Bonferroni’s correction for multiple comparisons).
Where a relative reduction of responses is stated in the text, we refer to
the average inhibition of a distracter target on either side of the primary
target for that separation. For our graphical model of inhibition, we
averaged the responses to the distracter target for each direction of mo-
tion for each separation.

Results
CSTMD1
Dragonflies have several physiologically unique classes of feature
detecting neurons that respond better to moving edges, targets,
or bars than to wide-field motion (O’Carroll, 1993). In the
present study, we obtained recordings from 137 neurons classi-
fied as STMDs on the basis of their highly selective response to
small targets. Larger features or bars elicited weaker responses,
although unlike STMD neurons recently reported from the
hoverfly lobula complex (Nordström et al., 2006; Barnett et al.,
2007), responses of the dragonfly neurons are rarely completely
suppressed by elongated targets (Geurten et al., 2007).

In recorded STMD neurons, we characterized the receptive
field and spike waveform. The unique unilateral receptive field
and spike shape allowed us to attribute 20 recordings to the re-
cently described CSTMD1 (Fig. 1) (Geurten et al., 2007), permit-
ting pooling of data across multiple recordings. CSTMD1 shows
peak sensitivity to small (1–3°) moving targets and suppressed
responses to stimuli �10°. Wide-field stimuli evoke no response
above spontaneous firing rates.

CSTMD1 is an efferent neuron with inputs in the lateral pro-
tocerebrum (Fig. 1E) (Geurten et al., 2007) and a large axon
linking the two visual hemifields. The receptive field of CSTMD1
is located contralateral to the recording site (Geurten et al., 2007).
The classical receptive field fills the ipsilateral one-half of our
stimulus display (55 � 80°) with a small hot spot at 60° elevation
(Fig. 1A), corresponding to the location of the dorsal acute zone
(Horridge, 1978). The receptive field is sharply delineated at the
exact midline of the dragonfly despite the presence of �10° of
binocular overlap in the visual fields at this elevation (Horridge,
1978). As small targets traverse the hot spot in the preferred di-
rection, spike frequencies reach 300 spikes/s (Fig. 1A,C), whereas
responses in the remaining receptive field are weaker (�100 –200
spikes/s). CSTMD1 responds more weekly to targets drifting
down or toward the midline (Fig. 1B,D).

Local inhibitory interactions
CSTMD1 and many other insect STMDs have large receptive
fields (Geurten et al., 2007), much larger than the optimal target
size. Since size tuning is position invariant within this large re-
ceptive field (Nordström and O’Carroll, 2006), target specificity
is unlikely to be generated by spatially distinct inhibition within
the neuron itself. A recent model suggested that large receptive
fields could be the product of summation across a retinotopic
array of presynaptic end-stopped elements, putative “elementary
STMDs” (ESTMDs) (Wiederman et al., 2008). ESTMDs are
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tuned to small targets via a combination of lateral inhibition and
fast temporal adaptation. If such a mechanism underlies target
selectivity in CSTMD1 (as suggested in Fig. 2), we should be able
to map the influence of the underlying local inhibitory fields by
comparing responses to a small target drifted through the recep-
tive field with a second “distracter” target also drifting through
the receptive field at variable separation.

Figure 3 shows the response of CSTMD1 to vertically dis-
placed targets as they drift across the visual display from left to
right. When a single control target reaches the midline and
crosses into the right visual field, coinciding with the receptive
field hot spot (Fig. 1A), CSTMD1 responds with a vigorous burst
of firing (Fig. 3A), which tapers off as targets reach the right-hand
edge of the display. Just before the target reaches the midline and
passes through the hot spot of the mirror CSTMD1, the firing rate
is slightly inhibited (Fig. 3A–C).

To quantify the range of the spatial inhibition when the pri-
mary control target is displayed with a distracter at varying sep-
arations, we identified a 200 ms time window (Fig. 3C, bar under
time indicator) in which the primary target traverses 11° of the
receptive field centered around the hot spot. Pooled data across
neurons (Fig. 3D) show that the spatial inhibition is primarily
local, with significant suppression (�55%) for a target separation
of 3.5° by a distracter target either dorsal (positive values) or
ventral (negative values) to the primary target (Fig. 3B,D). When
the two targets are separated by �9°, responses are restored to
control levels (Fig. 3C,D). However, bear in mind that “control
levels” in this case refers to the motion of a single target. The
overall shape of the target separation curve (Fig. 3D) strongly
supports a center-surround inhibitory mechanism playing a role
in target selectivity.

Interocular interactions
Although the results of the previous experiments support a role of
local spatial interactions in shaping target selectivity, the complex
neuroanatomy of CSTMD1 (Fig. 1E) also suggests potential ex-
citatory or inhibitory interactions with other lobula neurons.
CSTMD1 has two dendritic output regions, one of which corre-
sponds to the location of the input dendrites of its contralateral
counterpart (Geurten et al., 2007). This could allow for synaptic
interactions between the two neurons whereby targets visualized by
one will affect the response to targets viewed by the other (Fig. 2).

To investigate possible excitatory or inhibitory interocular in-
teractions, we drifted two targets across the monitor moving hor-
izontally with a varying horizontal separation (Fig. 4). The two
targets were vertically offset with a fixed separation of 3.5° to
avoid habituation of local input dendrites. The primary target
drifted above the distracter target and both targets drifted
through the hot spot of the receptive field (Fig. 1A).

Figure 4A shows the response to a single target. As seen in the
raw data trace in Figure 3A, CSTMD1 gives a robust response as
the target enters the receptive field after crossing the midline (Fig.
4A). When a distracter target is presented at a separation of 3.5°
(Fig. 4B,E), the response is inhibited by �46%. This inhibition is
consistent with the pooled data in Figure 3D, although some

Figure 1. The receptive field of CSTMD1. A, A receptive field map of a CSTMD1 neuron
recorded in the left hemisphere. The map shows responses to a 0.9 � 0.9° dark target drifting
at 55°/s from left to right, color coded to indicate the spike frequency. The spiking response is
calculated as the average frequency within 100 ms bins. B, A receptive field map of the same
CSTMD1 when the target drifted right to left. C, A receptive field map when the target drifted
upward. D, The receptive field for a target drifted downward. E, A schematic of the morphology
of CSTMD1. The cell body is located contralateral to our recording site. The dendrites in the
protocerebrum in this hemisphere are not beaded. There are two beaded output regions in the
left hemisphere—one in the protocerebrum and one covering the expanse of the lobula. CB,
Cell body; Med, medulla; Lob, lobula; Ch, inner optic chiasm; Prot, protocerebrum; SOG, sub-
esophageal ganglion; L, lateral; D, dorsal; M, medial; V, ventral.

Figure 2. Model schematic of input to CSTMD1. Prefiltered inputs (white triangles) from the
right eye are pooled via local spatial summation into ESTMDs. The ESTMDs are tuned to small
targets via a combination of lateral inhibition (black triangles) and fast temporal adaptation
(not shown). Many ESTMDs synapse onto an STMD in the lobula, which in turn synapses onto
CSTMD1 (solid lines) in the protocerebrum. CSTMD1 inhibits its mirror counterpart (dashed
lines) in the contralateral protocerebrum. A second large output region in the lobula has an
unknown function (synapses depicted with gray triangles).
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individual neurons (Fig. 3B) show almost complete suppression
at this separation.

As the targets become further separated, two discrete re-
sponses begin to form as each target drifts through the receptive
field. At a separation of 19°, the response to the primary target is
still suppressed compared with control levels (Fig. 4C,E). At this
separation, the primary target drifts through the hot spot of the
receptive field as the distracter target drifts through the left visual
field, close to the midline, suggesting that interocular inhibition
is taking place. As this is close to the region of binocular overlap
(Horridge, 1978), we cannot exclude a monocular inhibitory in-
teraction. However, at larger separations, the distracter target is
well beyond this region of binocular overlap, but nevertheless
generates pronounced inhibition of the response to the primary
target (Fig. 4D,E).

Although the above experiment provides evidence for intero-
cular inhibition, it confounds target separation with receptive
field properties. Furthermore, it is possible that local interactions
are induced because of the small vertical offset (3.5°) between the
two targets that we needed to include to avoid potential con-
founding influence of habituation. As an alternative test for in-
terocular inhibition, we presented two targets traveling vertically,
with varying horizontal separation between the two. This time,
the primary target drifted up through the receptive field so that it
passed through the hot spot (Fig. 1C), 14° to the right of the
midline to avoid the region of binocular overlap (Horridge,

Figure 3. Local spatial inhibition. A, Raw spiking response to a single 0.9 � 0.9° target
drifting at 55°/s from left to right. B, The response of the same neuron is attenuated when a
distracter target is added at 3.5° separation (measured center to center). C, The response is
restored when the two targets are separated by 9°. The long bar beneath the trace indicates the
peristimulus duration (2 s) of the primary target (solid line) and distracter target (dashed line),
and the short bar indicates the 200 ms (11°) analysis window. D, Pooled data across neurons
[mean ( N) � SEM; N � 8, n � 38; except for separations of 9, 6.3, 4.5, and 2.7°, N � 6; 18°,
N � 5; 1.8°, N � 3]. Responses were determined by averaging the spike rates within a 200 ms
analysis window (indicated in C). In each trial, the distracter target was separated vertically
from the primary target as indicated by the x-axis (distances measured center to center). Neg-
ative values indicate that the distracter target drifted below the primary target; positive values
indicate that it drifted above (see pictogram). At a separation of 0°, the distracter target overlaid
the primary target, thereby creating a single control. The spontaneous rate is shown by the dashed
line. The asterisks indicate significance ( p � 0.05) compared with the control (paired t test).

Figure 4. Interocular interactions. A, Spike histogram (N � 1, n � 4, average spike rate
within 50 ms bins) showing the response to a single 0.9 � 0.9° target drifting at 55°/s from left
to right. B, The response is reduced with the addition of a second target drifting with a 3.5°
separation (measured center to center). The solid black bar beneath the histogram represents
the peristimulus duration of the primary target. The gray dashed line indicates the peristimulus
duration of the distracter target. Separations were calculated as the triangulated distance be-
tween the two target centers (using the Pythagorean theorem). C, When the targets are sepa-
rated by 19°, the response to the primary target remains suppressed as the distracter target
drifts through the left visual field. D, The response is still reduced when the targets are separated
by 43°. The short bar indicates the 200 ms (11°) analysis window. E, Pooled data across neurons
[mean ( N) � SEM; N � 3, n � 11]. Responses were determined by averaging the spike rate
within the 200 ms analysis window (indicated in D). The spontaneous rate is shown by the
dashed line.
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1978). The distracter target was presented at varying separations
either side. At separations �14° contralaterally (i.e., �14°), the
distracter target was thus viewed by the left eye only.

As seen from the receptive field maps (Fig. 1C), CSTMD1
responds strongly to a single target drifting upward (Fig. 5A). The
response is followed by �1 s of postexcitatory inhibition. With
the addition of a distracter target at a small 3.5° separation in the
ipsilateral field (Fig. 5B,E), the response is reduced by 55%, sim-
ilar to the inhibition seen for horizontally drifting targets (Figs.
3B, 4B), with peak inhibition seen at 2.7° separation (Fig. 5E).
These data thus support the hypothesis that local spatial inhibi-
tion works symmetrically around the target, as suggested by our
model for center-surround interactions (Fig. 2). The response is
partially restored when the targets are separated by 9° (Fig. 5C,E),
as observed previously for horizontally drifting targets (Fig. 3D).

When the two targets are separated by �20° contralaterally
(�20°) (Fig. 5D,E), the distracter target is confined entirely to
the left visual field. At these separations, individual neurons show
complete suppression of responses (Fig. 5D). In the pooled data,
the response is close to spontaneous rates and significantly below
the control (Fig. 5E). This complete suppression of responses is
much stronger than the local inhibition (Fig. 3D) and suggests
powerful inhibitory mechanisms acting well outside the classical
receptive field and mediated by contralateral inputs. The location
of this inhibition just contralateral to the midline of the visual
field corresponds well with the receptive field of the mirror
CSTMD1 (as suggested in Fig. 2).

Figure 5F shows data from the same experiment, but in which
we have analyzed the interactions between targets as they pass
through the lower 40° of the receptive field (i.e., ventral to the hot

spot). Although absolute sensitivity is
lower (generating weaker responses), the
general shapes of both the local and
longer-range (interocular) interactions
are very similar.

Direction-selective inhibition
Given that the above experiment (Fig. 5)
reveals such powerful interocular inhibi-
tion, why was this not evident in the pre-
vious experiments (Fig. 4) (Geurten et al.,
2007), at least for large horizontal separa-
tion between targets? Although CSTMD1
responds to all directions of motion it has
a preference for motion up and away from
the midline (Fig. 1) (Geurten et al., 2007). If
the mirror counterpart CSTMD1 is respon-
sible for the interocular inhibition observed
in Figures 4 and 5, this inhibition might also
show a directional preference.

To investigate this, we presented the
primary target again drifting vertically
through the receptive field of CSTMD1.
We defined a small �11° area within the
receptive field (Fig. 6 A, “A”) traversed
during a 200 ms time window. The mir-
ror location (Fig. 6 A, “B”) within the
heterolateral hemisphere was defined so
that the distracter target drifted through
this region at the same time as the pri-
mary target drifted through location
A. Although the primary target always
drifted upward, the distracter target

drifted in one of four different directions.
When the two targets drift vertically (Fig. 6B,F) the response

is completely inhibited (as seen previously) (Fig. 5D). However,
such complete inhibition is not seen when the distracter target
drifts in any other direction. When the distracter target drifts
from right to left (Fig. 6C,F), complete inhibition is only seen as
the distracter target crosses the midline into the hot spot of the
mirror CSTMD1 (location B). When the distracter target is drift-
ing across the right- or left-hand part of the display, much less
inhibition is seen. Interestingly, when the distracter drifts from
top to bottom (Fig. 6D,F) and left to right (Fig. 6E,F), the time
course of the response and the inhibition is similar. Although
responses are reduced compared with control levels (Fig. 6A), the
suppression is much lower than for the other two directions of
distracter target motion (Fig. 6B,C).

These findings suggest that the greatest inhibition is recruited
when the distracter target drifts up and away from the midline
(�44°) (Fig. 6F, inset pictogram). For comparison, we show the
direction preference to a single target control of the same
CSTMD1 neuron (Fig. 6G), showing the preferred direction of
motion to be up and away from the midline (43°) (Fig. 1)
(Geurten et al., 2007). The direction of maximum inhibition is
thus entirely consistent with the expected direction preference
of the mirror CSTMD1, providing additional support for this
neuron being responsible for the interocular inhibition (as
suggested in Fig. 2).

Symmetry and scale of local inhibition
Although we can attribute the interocular interactions above to
the heterolateral connections between CSTMD1 neurons, the

Figure 5. Large-range interocular inhibition. A, Spiking response to a single 0.9 � 0.9° target drifting upward shown in 50 ms
bins. B, The response is reduced with the addition of a distracter target drifting at a separation of 3.5°. C, The response is restored
when the two targets drift at 9° separation. D, In this neuron, the response to the two targets is inhibited below spontaneous rate
when the distracter target drifts in the left visual field at �36° separation. The peristimulus duration of the primary target (solid
line) and distracter target (dashed line) are indicated beneath the histogram; the short bar indicates the 200 ms (11°) analysis
window. E, Pooled data across neurons [mean ( N) � SEM; N � 7, n � 26; except for separations of 36, 27, 3.6°, N � 6; 54, 21.6,
6.3°, N � 5; 2.7, 1.8°, N � 3]. Negative x-axis values indicate that the distracter target drifted to the left of the primary target;
positive values indicate that it drifted to the right (see pictogram, with the midline shown with a dashed line). The spontaneous rate is
shown by the dashed line. The asterisks indicate significance ( p�0.05) compared with the control (paired t test). F, Pooled data for a 0.8 s
(40°) analysis window below the hot spot for the same dataset as E. The spontaneous rate is shown by the dashed line.
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shorter range inhibition is driven monoc-
ularly (Fig. 5E,F), suggesting that they
may be separate phenomena. The local in-
hibition is observed in parts of the visual
field that lack binocular input (i.e., for tar-
get separations �5°, in which both targets
are seen only by the ipsilateral eye), show-
ing that this effect is not localized to the
hot spot but is independent of receptive
field location (i.e., position invariant).

Our experiments reveal that the inhibition
that we can attribute to local (monocular)
interactions is primarily symmetrical: We
see maximal inhibition at 2.7–3.5° for ei-
ther vertically or horizontally separated
targets (Figs. 3, 5). How does this separa-
tion relate to the sampling density of the
retina? Figure 7 shows a representation of
the effect of the distracter target (averaged
across both vertical and horizontal sepa-
ration data from Figs. 3 and 5) plotted on
the same spatial scale as the ommatidial
axis density in the dorsal acute zone in
which the interreceptor angle has been es-
timated at 0.56° (Horridge, 1978). The
spatial scale of the central region of this
plot (bounded by the “ring” of inhibi-
tion) spans many (�40) ommatidial
axes (Fig. 7B). Therefore, the inhibitory
effect we observe must be attributable to
at least next-nearest neighbor or even
larger interactions.

This observation is confirmed by addi-
tional detail of the spatial scale of inhibi-
tion that we have obtained for a single
recording (Fig. 8) using an identical stim-
ulus to the data in Figure 3, except with
smaller separations between successive
stimuli. The roll-on in response we ob-
serve for target separations between 0 and
0.9° (Fig. 8A) is most likely the result of
the target size we selected for these exper-
iments (0.9° square), which is smaller than the �2° optimum
(Geurten et al., 2007). Hence, at these small separations, the tar-
gets are likely resolved as a single target closer to optimum size.
Interestingly, if we consider the spatial scale of the targets them-
selves relative to the ommatidial sampling density, a 1.8° separa-
tion ought to be easily resolved by the ommatidial mosaic (Fig.
8B). Yet at this separation we still see stronger responses than to
the single 0.9° target (Fig. 8A). However, even very small in-
creases in target separation above this value elicit potent inhibi-
tion (peaking in this case at 2.7°) when targets are separated by
almost five ommatidia and with the “gap” viewed by more than
three ommatidia (Fig. 8C). We thus conclude that the local in-
hibitory interactions evident in our experiments must be medi-
ated by at least next nearest-neighbor (or even larger scale)
interactions.

Discussion
Local inhibition
Our data are strongly suggestive of a symmetrical position-
invariant yet potent inhibitory interaction occurring on a scale
intermediate between the maximal resolution of the eye (i.e.,

nearest neighbor) and the larger receptive fields observed in most
STMD neurons. Lateral inhibition is one of the most character-
istic properties of early visual processing in both insect monopo-
lar cells and their mammalian counterparts (Srinivasan et al.,
1982; Dowling, 1987). Could the inhibitory interactions we ob-
serve be explained by the properties of lower-order visual pro-
cessing, such as within the second-order large monopolar cells
(LMCs)? LMCs are postsynaptic to the photoreceptors and
mainly remove redundancy by high-pass filtering the signal in
space and time.

Three features of our data argue against this possibility. First,
spatial lateral inhibition in the ventral eye of Hemicordulia LMCs
(Laughlin, 1974) and their fly counterparts (Srinivasan et al.,
1982) both operate on a spatial scale of single ommatidia (i.e.,
predominantly resulting from nearest-neighbor interactions be-
tween ommatidia). The work of Laughlin (1974) did not fully
explore the properties of the dorsal acute zone corresponding to
the CSTMD1 receptive field, but given that the optical acuity in
this eye region is double that in the frontoventral eye (Horridge,
1978) and assuming that similar interactions occur, we would
expect to see maximal inhibition mediated by targets �1.5° apart,

Figure 6. Directional interocular inhibition. A, Spike histogram (average spike rate in 50 ms bins) showing the response to a
single target (see pictogram) drifting vertically upward 14° to the right of the midline (N � 1; n � 24). The targets were timed so
that the primary target drifted through location A at the same time as the distracter target drifted through its mirror location B.
B, The response is inhibited when a distracter target moving in the same direction is added. The peristimulus duration of the
primary target is indicated by the solid black bar, and the distracter target by the dashed gray bar. C, The response when the
distracter target drifts to the left. D, The response is marginally suppressed when the distracter target drifts from top to bottom. E,
There is a mild suppression when the distracter target drifts from left to right. The short bar indicates the 200 ms (11°) analysis
window, with the corresponding location shown in each pictogram as a small dashed box. F, Pooled data for the response
corresponding to the direction of the distracter target [mean (n) � SEM; N � 1, n � 24]. The arrows beneath the graph indicate
the direction of the distracter (gray/dashed). The solid black arrow indicates the response to a single target (control from A). The
dashed line shows the spontaneous rate. G, Direction selectivity for the same neuron to a single target drifting in four directions
[mean (n) � SEM; N � 1, n � 3]. The arrows beneath the graph indicate the direction of travel. Data were analyzed for a target
drifting in four directions through location A. The dashed line shows the spontaneous rate.
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around one-half the separation we observe (Figs. 3, 5, 7, 8), argu-
ing against this effect being the result of early visual processing.

Second, surround stimuli exert no inhibitory effect on LMCs
beyond three ommatidia from the receptive field center (Srinivasan
et al., 1982). In our data, responses appear to return to control
(single target) levels by 9° separation (which corresponds to
�16 ommatidia). Arguably, however, this still reveals a weak
inhibitory interaction, since if the responses to the two targets
were independent they would sum. Hence we ought to see recov-
ery to above control levels (as we see at small separations in Fig.
8A). Our data thus suggest that the local inhibitory compo-
nent spreads across a much larger local area than could be
explained by an LMC-like receptive field resulting from sim-
ple lateral inhibition.

Third, previous work on LMCs (Laughlin, 1974; Srinivasan et
al., 1982) shows a relatively weak effect of stimuli presented in the
surround, consistent with their role in redundancy reduction in
early visual processing (in which the total inhibition of the sur-
round would be less than or equal to that center excitation).

Unlike the relatively subtle effect of classical lateral inhibition
(Srinivasan et al., 1982), the effect we observe is sufficiently po-
tent that responses are suppressed by up to 50% even though the
distracter target, at 0.9°, is on the order of one receptor axis in
angular subtense and thus stimulates a tiny fraction (�1%) of the
inhibitory surround (Fig. 7A).

We thus propose that target tuning must incorporate an ad-
ditional second-order lateral inhibition, recently modeled as
ESTMDs (Wiederman et al., 2008). Our data are consistent with this
occurring on a spatial scale of at least next nearest-neighbor om-
matidia. Interestingly, whereas the insect optic lobes are charac-
terized by 1:1 retinotopic mapping of ommatidia to cartridges in
the insect lamina and medulla, the lobula complex is character-
ized by a convergence onto larger columns that sum inputs from
several medulla inputs (Braitenberg, 1972; Strausfeld, 1976). In
our recent study of retinotopically organized columnar “small-
field” (SF)-STMDs in the hoverfly lobula (Barnett et al., 2007),
we found receptive fields with excitatory receptive field centers
comprised of �45 ommatidia—similar in scale to the central
“disc” in our inhibition maps (Fig. 7). Hence an intriguing pos-

sibility is that spatial tuning in putative
ESTMDs occurs as a result of powerful lat-
eral inhibition between lobula columnar
neurons similar to the fly SF-STMDs. This
could result either from direct intercol-
umn inhibitory synapses (as illustrated in
our schematic diagram in Fig. 2) or be me-
diated via local feedback within the recep-
tive fields of a lateral inhibitory element
(e.g., an amacrine cell) as previously pro-
posed for locust neurons (Rowell et al.,
1977; O’Carroll et al., 1992).

The hypercomplex property
We recently pointed out that the size tun-
ing of insect STMD neurons strongly
resembles that of mammalian hypercom-
plex neurons (Nordström and O’Carroll,
2009). Original studies showed that tun-
ing to small objects in the cat cortex was
generated by an excitatory center flanked
by spatially distinct inhibitory end zones
(Hubel and Wiesel, 1962). More recent
work shows that suppression to elongated

bars in the cortex is a result of a combination of active inhibition
from end zones together with decreased excitation from presyn-
aptic small-target tuned neurons (Anderson et al., 2001). This
is similar to the scheme we propose here, in which position
invariant small-target tuning is generated by input from pre-
synaptic target tuned ESTMDs. Indeed, although Priebe and
Ferster (2008) argue that spike thresholds can account for
“sharpening” of responses underlying direction and orienta-
tion selectivity in the mammalian cortex, it is difficult to see
how this would lead to target selectivity without an additional
mechanism of higher order lateral inhibition. It would, there-
fore, be of considerable interest to see the results of a two
target stimulus similar to the one we developed in the mam-
malian counterparts.

Consistency with previous work
The maximum inhibition at 3.5° corresponds well with the sharp
roll off to targets �2° seen in our size-tuning experiments
(O’Carroll, 1993; Geurten et al., 2007). An early study on hoverfly

Figure 7. Local inhibition of a single ESTMD. A, The schematic diagram shows the inhibitory
response generated by a distracter target. Responses to the distracter target (data from Figs. 3,
5) drifting at varying separations from the primary target were averaged to give a single value,
which was assigned a grayscale level. The outer boundary of each circular region corresponds to
the separation between the two targets. Two targets at a separation of 1.8° are shown for
comparison. B, The ommatidial mosaic of the dorsal acute zone of H. tau with interreceptor
angles of 0.56° (Horridge, 1978). The outlined region (below) corresponds to the central disc in
A, drawn at the same scale.

Figure 8. High-resolution local inhibition. A, Responses [mean (n) � SEM; N � 1, n � 4] when two targets drifting horizon-
tally were separated vertically. At a separation of 0°, the distracter target overlaid the primary target, thereby creating a single
control. The spontaneous rate is shown by the dashed line. B, The illustration shows the scale of two targets separated by 1.8° on
the ommatidial mosaic. In this case, the responses are above control level (single target; see A), but should be readily resolvable
by the optics of the dragonfly eye. C, When targets are separated by 2.7°, the data show complete suppression of responses even
though the targets are separated by approximately five ommatidia (measured center– center).
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STMDs showed that when an elongated bar and a small target were
presented simultaneously to target-selective neurons, responses
were suppressed at separations �10°, with maximum inhibition at
separations of 1–5° (Collett and King, 1975) similar to the range of
inhibition that we have shown here. Although no data were pre-
sented for two similar sized targets, this indicates that the strength
and range of local inhibition is consistent between STMDs in differ-
ent insects. Furthermore, when two moving targets (4° square) were
presented to dragonfly TSDNs at a separation of 8° (measured center
to center), complete inhibition was seen (Olberg, 1981). No other
target separations were investigated, making it difficult to quantify
the range of interactions. Nevertheless, it supports the case for lateral
inhibition playing a role in the sharpening of target-selective re-
sponses throughout the insect visual system.

Interocular interactions and attention
Dragonflies are particularly efficient hunters that detect and plot
intercept courses for prey in the frontodorsal visual field (Baird
and May, 1997; Olberg et al., 2000, 2005, 2007). Dragonflies have
been shown behaviorally to be very selective about which targets
they pursue, using a variety of selection criteria including target
size and distance (with the latter presumably well correlated with
apparent speed) (Olberg et al., 2005). Interestingly, many drag-
onflies will selectively pick off individual targets amid a swarm
and may assume foraging locations closer to the prey when they
aggregate in a swarm (Baird and May, 1997, 2003). This suggests
that dragonflies are able to use active strategies associated with
attention for optimizing prey capture.

In addition to the local spatial inhibition underlying small-
target selectivity, we have also shown the presence of a powerful
inhibitory region (Fig. 5E,F) outside the classical receptive field
of the recorded CSTMD1 (Fig. 1). This inhibitory receptive field
thus acts as an active component in shaping the response profile
within the classical receptive field. As suggested by the morphology
of CSTMD1 (Geurten et al., 2007), this allows for inhibitory,
direction-selective inhibition between the two hemispheres (Figs. 2,
6). Interestingly, this interocular inhibition is much stronger than
the local inhibition, with almost complete suppression of responses
when two targets are viewed by each hemisphere. Interocular inhi-
bition could thus potentially serve an attentional role during behav-
iors when the dragonfly needs to focus on one prey in a swarm.

The second output region (depicted in Fig. 1E and by gray
triangles in the schematic diagram in Fig. 2) covers the entire
heterolateral lobula (Geurten et al., 2007), yet its function is cur-
rently unknown. It could potentially serve a role in shaping re-
sponses of other lobula STMDs in the heterolateral hemisphere,
such as shown for small-target tuning in the vertebrate LGN,
which is generated by a combination of lateral inhibition and
feedback from cortical neurons that are themselves target tuned
(Murphy and Sillito, 1987). Another intriguing possibility is that
the wide output region serves a role in the inhibition of wide-field
optic flow neurons, to suppress the optomotor response, which
would otherwise counteract voluntary turns during target pur-
suit. Such an efficient system has long been suggested to be
present in the insect brain (Collett, 1971), but physiological evi-
dence is still nonexistent. CSTMD1 is large enough and thus
reliably enough recorded in different individuals to permit ad-
dressing some of these questions in future work using dual
recordings.
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