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Inhibitory control, a core component of executive functions, refers to our ability to suppress intended or ongoing cognitive or
motor processes. Mostly based on Go/NoGo paradigms, a considerable amount of literature reports that inhibitory control of
responses to “NoGo” stimuli is mediated by top-down mechanisms manifesting �200 ms after stimulus onset within frontopari-
etal networks. However, whether inhibitory functions in humans can be trained and the supporting neurophysiological mecha-
nisms remain unresolved. We addressed these issues by contrasting auditory evoked potentials (AEPs) to left-lateralized
“Go” and right NoGo stimuli recorded at the beginning versus the end of 30 min of active auditory spatial Go/NoGo training, as well
as during passive listening of the same stimuli before versus after the training session, generating two separate 2 � 2 within-
subject designs. Training improved Go/NoGo proficiency. Response times to Go stimuli decreased. During active training, AEPs to
NoGo, but not Go, stimuli modulated topographically with training 61–104 ms after stimulus onset, indicative of changes in the
underlying brain network. Source estimations revealed that this modulation followed from decreased activity within left parietal
cortices, which in turn predicted the extent of behavioral improvement. During passive listening, in contrast, effects were limited
to topographic modulations of AEPs in response to Go stimuli over the 31– 81 ms interval, mediated by decreased right anterior
temporoparietal activity. We discuss our results in terms of the development of an automatic and bottom-up form of inhibitory
control with training and a differential effect of Go/NoGo training during active executive control versus passive listening
conditions.

Introduction
Inhibitory control is the ability to suppress intended or ongoing
cognitive or motor processes and allows flexible adaptation to
changing environmental contingencies (Aron et al., 2004, 2007).
Investigations of inhibitory control principally rely on Go/NoGo
paradigms requiring speeded responses to one class of stimuli
(“Go”) while withholding responses to another class of stimuli
(“NoGo”). Convergent evidence indicates that the suppression of
prepotent responses to NoGo and the monitoring of conflicts
between divergent response requirements to Go and NoGo are
prominently controlled by top-down mechanisms. Neuroimag-
ing and lesion data report that inhibitory control involves brain
regions traditionally associated with higher-order executive func-
tions, including the inferior frontal cortex and temporoparietal areas

(Rubia et al., 2001; Aron et al., 2004; Polich, 2007). Further corrob-
orating the role of higher-order cognitive processes, event-related
potential (ERP) studies of Go/NoGo tasks demonstrated that the
suppression of prepotent responses manifests over processing stages
subsequent to initial sensory functions at latencies of 150–400 ms
after stimulus onset (NoGo–N2/P3 components peaking over fron-
tocentral electrodes) (Pfefferbaum et al., 1985; Jodo and Kayama,
1992; Eimer, 1993; Schröger, 1993; Falkenstein et al., 1995, 1999;
Kiefer et al., 1998; Kaiser et al., 2006).

Whether inhibitory control can be trained and the supporting
neural mechanisms remain unresolved. Two alternative, nonex-
clusive hypotheses can be drawn about this issue. First, based on
the compelling evidence that Go/NoGo proficiency relies on the
engagement of top-down executive control (Aron et al., 2004;
Dillon and Pizzagalli, 2007), one could hypothesize that im-
provement of inhibitory control would be solely supported by the
reinforcement of these top-down processes. In line with this as-
sumption, one ERP study demonstrated that Go/NoGo practice
modulates responses to both Go and NoGo stimuli at 160 –240
ms and to NoGo only at 240 –320 ms (Schapkin et al., 2007). The
authors interpreted this pattern of results in terms of changes in
higher-order processes involving the comparison of the stimuli
with a memory template and the subsequent inhibition of re-
sponses to NoGo stimuli.

Alternatively, some evidence for modality-dependent NoGo
inhibition (e.g., inhibition-related activity within supratemporal
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plane in auditory but not visual Go/NoGo) (Walther et al., 2010)
suggested a role for bottom-up and lower-order sensory-
cognitive processes in Go/NoGo proficiency, challenging the
view that inhibitory control involves solely top-down inputs
from higher-order executive modules. In support, recent psycho-
physical models advanced that fast, feedforward, and automatic
forms of inhibitory control develop with Go/NoGo practice that
are driven by repeated associations between NoGo stimuli and
response withholding (Shiffrin and Schneider, 1977; Logan,
1988; Verbruggen and Logan, 2008).

To identify the spatiotemporal brain mechanisms underlying
training-induced plasticity in inhibitory control, we contrasted
electrical neuroimaging analyses of auditory evoked potentials
(AEPs) to Go and NoGo stimuli at the beginning versus the end
of an auditory spatial Go/NoGo training. These analyses differ-
entiate effects attributable to topographic modulations from
those attributable to changes in response gain, allowing for a
better description of likely neurophysiologic mechanisms. To test
whether the training impacted preattentive, task-independent
stimulus representation rather than solely top-down executive
control, we further investigated how training modified AEPs to
the trained stimuli presented during passive listening.

Materials and Methods
Participants. Eleven healthy volunteers participated in the study (all male,
all right-handed using the Edinburgh questionnaire) (Oldfield, 1971),
aged 22–39 years (mean � SD, 29.36 � 1.56 years). Each participant
provided written, informed consent to participate in the study. No par-
ticipant had a history of neurological or psychiatric illness, and all re-
ported normal hearing. All procedures were approved by the Ethics
Committee of the Faculty of Biology and Medicine of the Vaudois Uni-
versity Hospital Center and University of Lausanne.

Stimuli. Auditory stimuli were 150 ms noise bursts (200 –500 Hz band-
pass filtered; 5 ms rise/fall; 44.1 kHz sampling; generated using Adobe
Audition 1.0; Adobe Systems), lateralized by means of a right- or left-ear
leading interaural time difference of 770 �s, which led to perceived lat-
eralization of �80° from the central midline (Blauert, 1997). The sounds
were presented via insert earphones (ER-4P; Etymotic Research) at a level
judged comfortable by the participant (�85 dB sound pressure level,
measured using a CESVA SC-160 sound pressure meter).

Procedure and task. Each participant completed one training session
that we refer to as “active Go/NoGo training,” as well as two sessions of
passive listening before and immediately after the training sessions (Fig.
1). Throughout the experiment, participants were seated in an electri-
cally shielded and sound-attenuated booth in front of a 19 inch liquid
crystal display screen. Stimulus delivery and response recording were
controlled using E-prime 2.0.

Active Go/NoGo training. The training session consisted in an auditory
spatial Go/NoGo task in which participants had to respond as quickly as

possible using the forefinger of the right hand via a manual response-box
button to left-lateralized sounds (Go stimuli, hereafter termed LG) and
to withhold responses to right-lateralized sounds (NoGo stimuli, termed
RNG). The stimulus–response mapping was straightforward, and the LG
and RNG sounds were easily discriminated. Respectively, these features
minimize confounding effects of either learning the rules of the task or
learning to discriminate between the spatial positions of the sounds on
the Go/NoGo performance improvement. Each trial started with the
presentation of a visual cue (centrally presented gray cross on a black
background) of a randomly determined duration ranging from 1000 to
1900 ms. At the same time that the cross was turned off, the LG and RNG
sounds were presented and response was recorded.

In the Go conditions, a feedback was provided immediately after the
response (see below). To avoid that any differences between ERPs to LG
and RNG trials followed from differences in relative novelty or presen-
tation frequency, they were presented with an equal probability of 0.5.
This balance further ensured that, during the passive listening portion,
pretraining versus posttraining difference in EEG responses to LG and
RNG stimuli were not attributable to differences in the number of inter-
vening stimulus presentations.

The active Go/NoGo training was divided into three experimental
sessions. Each session started with a calibration block of 16 randomly
presented trials (eight LG and eight RNG), followed by two test blocks
each of 80 randomly presented trials (40 LG and 40 RNG). The calibra-
tion blocks were used to individually adjust the task difficulty and to
maintain time pressure across the whole experiment. This was accom-
plished in the following way. During each calibration phase, the mean
response time (RT) to LG trials was calculated online and used to deter-
mine the individual participant’s RT threshold (RTt), which was set
slightly below current response speed (i.e., calculated as 80% of the mean
RT from the calibration block). During the test block, a Go response RT
was considered as correct if it was below the 80% RTt of the immediately
preceding calibration phase. Otherwise, a feedback screen indicating
“too late!” was displayed immediately after the Go response (slow hit).
On each trial, feedback on global accuracy was displayed (mean percent-
age of correct trials, including fast hit and correct rejection). Participants
were not informed about this thresholding procedure. Except the global
accuracy, no visual feedback was displayed after fast hits or false alarms
(FAs) (i.e., a response to a NoGo stimulus) (for a similar procedure, see
Vocat et al., 2008). The whole Go/NoGo training session included a total
of 528 stimuli [(160 stimuli in the test block � 16 stimuli in the calibra-
tion block) � 3 sessions � 528 stimulus] and lasted for a total of �35
min. After the completion of each session, a rest period of 10 min was
provided to participants.

Passive pretraining and posttraining sessions. Pretraining and posttrain-
ing passive sessions consisted of six blocks of passive listening. In each
block, the stimuli were presented in a pseudorandom order with a ran-
dom interstimulus interval (ISI) ranging from 700 to 900 ms. The ISIs
were reduced in the passive listening part of the study compared with the
active Go/NoGo training session in which the ISI ranged from 1000 to
1900 ms. ISIs were reduced to increase the number of presented stimuli
(and thereby the signal-to-noise ratio) while keeping the experiment as
short as possible for participants. A corresponding reduction of ISI was
not applicable in the active task, because the presentation of the cue, the
recording of participant’s response, and the presentation of the feed-
back were included between the presentations of the two stimuli. We
would note that in the differences in ISIs between active and passive
conditions could constitute a potential confounds when comparing
the results of the two tasks. The blocks were randomized across pre-
training and posttraining sessions and across subjects. In each block,
the same LG and RNG stimuli as in the active Go/NoGo training were
presented (69 LG and 69 RNG per block). Seven other additional
sounds were presented in the framework of another experiment fo-
cusing on the generalization of the effects of the Go/NoGo training
and were not analyzed in the present study. Each participant com-
pleted three blocks before and three blocks after the training tasks
while watching a muted film; they were instructed to ignore the au-
ditory stimuli. The pretraining and posttraining session lasted for
�30 min each.

Figure 1. Experimental design. Each participant completed one training session (active Go/
NoGo training) as well as two sessions of passive listening before and immediately after the
training sessions (passive pretraining and posttraining sessions).
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EEG acquisition and preprocessing. Continuous EEG was acquired at
1024 Hz though a 128-channel Biosemi ActiveTwo system referenced to
the common mode sense/driven right leg ground (which functions as a
feedback loop driving the average potential across the montage as close as
possible to the amplifier zero). Before group averaging, data at artifact
electrodes from each participant were interpolated (Perrin et al., 1987).
EEG epochs from 100 ms before to 452 ms after stimulus onset (i.e., 102
data points before and 463 data points after stimulus onset) were aver-
aged, for each participant, for LG and RNG trials from the two first
(“beginning” condition) and two last (“end” condition) blocks of the
active training session and from the three pretraining and three post-
training sessions during passive, generating separate 2 � 2 within-subject
designs for the active training and passive listening portions of the exper-
iment with factors of section (beginning and end of the active training;
“pre” and “post” training in the case of the passive listening portion) and
stimulus (LG and RNG). In addition to a �80 �V artifact rejection
criterion, EEG epochs containing eye blinks or other noise transients
were removed after visual inspection. Data were baseline corrected using
the 100 ms prestimulus period, bandpass filtered (0.18 – 40 Hz), and
recalculated against the average reference.

During active training, the average � SEM number of accepted epochs
was 75 � 2 for the beginning LG, 72 � 3 for the beginning RNG, 71 � 5
for the end LG, and 62 � 5 for the end RNG conditions. A 2 � 2 repeated-
measures ANOVA with factors of section and stimulus (as performed for the
ERP analyses) revealed a main effect of section (F(1,10) � 5.72, p � 0.03).
Neither the main effect of stimulus nor the interaction term were significant.

During passive listening, the average � SEM number of accepted ep-
ochs was 170 � 8 for the pre LG, 170 � 9 for the pre RNG, 182 � 6 for the
post LG, and 180 � 8 for the post RNG conditions. These values did not
statistically differ.

EEG analyses and source estimations. Because of the leftward shift of
RTs with training and the fact that participants responded to Go but not
NoGo stimuli, confounding stimulus � section interactions could have
occurred as a result of difference in the latency of the activity related to
response button press. Therefore, in the analyses of ERPs from active
training, we considered only effects occurring over a window limited to
the first 100 ms after stimulus onset, i.e., before the minimal latency of
response initiation in the motor cortex occurring �100 ms before the
execution of the button press (the shortest mean RTs measured in our
study were �200 ms) (Thorpe and Fabre-Thorpe, 2001). Consequently,
the N2/P3 complex occurring 150 – 400 ms after onset will not be ana-
lyzed here. Plus, because of the large psychophysical distance and the
equal probability of presentation between the Go and NoGo stimuli in
our study, large N2/P3 responses would not be expected (Nieuwenhuis et
al., 2003, 2004). In our ERP analyses, we do not provide details on effects
of block nor main effect of stimuli because they can be attributed to,
respectively, unspecific effects of stimulus repetition and psychophysical
differences between left-lateralized Go and right-lateralized NoGo stim-
uli, both effects being outside the scope of the present study. Main effects
of stimulus could also be explained in terms of spatial attention, because
Go stimuli were always left-lateralized. Thus, any differences could re-
flect participants’ ability to deploy their attention rather than to response
inhibition per se. Such effects of attention have been observed as modu-
lations of the N2/P3 responses (i.e., after �200 ms after stimulus onset)
(Schröger, 1993). As will be clear below in Results, however, the present
effects occur within the initial 100 ms after stimulus onset and follow
from interactions between stimulus type and block.

Topographic analyses (implemented in Cartool software developed by
D. Brunet, Functional Brain Mapping Laboratory, Geneva, Switzerland)
were performed to determine whether the configuration of intracranial
generators changed across either or both factors (i.e., section and stimu-
lus). These methods have been detailed previously and have many ana-
lytical and interpretational benefits over canonical AEP waveform
analyses (Murray et al., 2008). We provide only the essentials here. Major
impetuses for the use of the present analyses were the ability to circum-
vent interpretational issues attributable to the reference-dependent na-
ture of AEPs and to differentiate effects arising from topographic
modulations from effects resulting from changes in response strength.
Moreover, the analyses used here require minimal experimenter selec-

tion of either the electrodes or time periods of interest, which are two
major sources of potential bias in AEP investigations.

Hierarchical clustering based on an atomize and agglomerate ap-
proach was performed to identify the pattern of predominating topog-
raphies (maps) in the cumulative group-averaged data (Murray et al.,
2008). In this approach, the number of clusters initially equals the num-
ber of data points in the concatenated group-averaged dataset (i.e., 565 in
the present study). This number is then sequentially reduced by identi-
fying the cluster with the lowest global explained variance (GEV) with
respect to all other clusters (for a recent publication of formulae, see
Murray et al., 2008). The data from this cluster are then reassigned to one
of the surviving clusters. The optimal number of clusters to describe
the dataset is identified using a modified Krzanowski–Lai criterion
(Tibshirani et al., 2005) (for an approach based on a modified cross-
validation criterion, see Pascual-Marqui et al., 1995). These steps are all a
hypothesis generation tool that is then statistically evaluated using single-
subject data. Differences in the pattern of maps observed between con-
ditions in the group-averaged data were tested by calculating the spatial
correlation between these “template” maps from the group-averaged
data and each time point of single-subject data from each experimental
condition (referred to as “fitting”). For each participant, we calculated
the GEV of each template map within the single-subject AEPs. In collo-
quial terms, GEV can be understood as the average (over the fitted time
period) spatial correlation between a given template map and an individ-
ual’s data from a specific condition that is weighted by the global field
power at each time point over the averaged time period. In this way, GEV
provides a measure across participants of how well a given template map
accounts for a given condition over a specific time period.

We estimated the sources in the brain using a distributed linear inverse
solution and the local autoregressive average (LAURA) regularization
approach (Grave de Peralta Menendez et al., 2001; Grave-de Peralta et al.,
2004) (for a comparison of inverse solution methods, see Michel et al.,
2004). LAURA selects the source configuration that better mimics the
biophysical behavior of electric fields (i.e., activity at one point depends
on the activity at neighboring points according to electromagnetic laws).
Homogenous regression coefficients in all directions and within the
whole solution space were used. The solution space is based on a realistic
head model and included 3005 nodes selected homogeneously distrib-
uted within the gray matter of the average brain of the Montreal Neuro-
logical Institute (courtesy of R. Grave de Peralta Menendez and S.
Gonzalez Andino, University Hospital of Geneva, Geneva, Switzerland).
The results of the above topographic pattern analysis defined time periods
of stable topography for which intracranial sources were estimated and sta-
tistically compared at each node level between conditions using the same
section � stimulus within-subject design as in the topographic pattern anal-
ysis. A spatial criterion of minimum 36 contiguous points was applied in the
statistical parametric mapping procedure.

Results
Behavioral results
Participants completed a 35 min Go/NoGo training session dur-
ing which they were instructed to respond as quickly as possible
to left-lateralized sounds (LG stimuli) while withholding re-
sponses to right-lateralized sounds (RNG stimuli). We indexed
behavioral performance by RTs to Go stimuli, the percentage of
hits (responded Go stimuli) and FAs (NoGo errors). As for the
EEG analyses, behavioral data were separately averaged for the
beginning and end conditions (i.e., two first and two last blocks of
the training session, respectively). RTs significantly decreased
with training (mean � SEM, beginning, 274 � 28 ms; end, 228 �
15 ms; t(10) � 4.673; p � 0.001). Because participants were re-
quired to respond with their right hand to the left-lateralized Go
stimuli, the speeding of response time may be partly attributable
to a reduction of the Simon effect with training (Proctor and
Shao, 2010). The mean percentage of hits was at ceiling from the
beginning of the training and did not modulate across sections of
the training session (beginning, 98.9 � 0.3%; end, 98.5 � 0.4%;
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t(10) � 0.69; p � 0.50). The mean percentage of FAs significantly
increased with training (FA beginning, 7.5 � 0.8%; FA end,
14.3 � 1.1%; t(10) � �3.90; p � 0.001). However, we are reluc-
tant to interpret the increase in commission errors as reflecting a
decrease in Go/NoGo proficiency. Because of the implementa-
tion of the auto-adaptative thresholding of the minimal RTs at
which a response was reported as correct, a strong time pressure
was maintained constantly across the training session, even when
participants had reached their maximal response speed (i.e.,
�200 ms). At the end of the training, participants were unable
to continue accelerating their responses to Go stimuli. As a
result, they committed more FAs (for discussion on this issue,
see Falkenstein et al., 2000). Further arguing against the same
training-induced mechanisms for decrease in RT and the in-
crease in FA with training, speed–accuracy tradeoff analyses
revealed no relation between the modulation in RT and in FA
with training (r(9) � 0.14; p � 0.67).

Electrical neuroimaging results
Active Go/NoGo training session
Hierarchical clustering was performed on the AEPs to identify the
pattern of predominating topographies (maps) of the electric
field at the scalp in the cumulative group-averaged data. The
output of the topographic pattern analysis of the collective data
during active training is displayed in Figure 2a [see also AEP
waveforms at a vertex electrode (Cz)]. The GEV of the results of
the cluster analysis was 96.96%. This topographic pattern analysis
identified the same sequence of stable maps for trials from the
beginning and end conditions and LG and RNG trial types, with
the exception of the 61–104 ms after stimulus. Over this time
period, these maps were differentially observed across sections
and stimuli.

Using the single-subject data from each condition, the GEV of
each of the maps identified over period of topographic modula-
tion in the group-averaged AEPs was then calculated to obtain a
quantitative estimate of how well they accounted for individual
participants’ AEPs over the same time interval (Fig. 2b).

There was a significant interaction between section, stimulus,
and map (F(1,10) � 5.672, p � 0.039). Follow-up ANOVAs were
therefore conducted for each stimulus separately. There was a
significant interaction between section and map for the RNG but
not LG stimuli as a function of training section (section � map
interaction; LG, F(1,10) � 0.087, p � 0.774; RNG, F(1,10) � 11.27,
p � 0.007). Over the same time period, there was a significant
interaction between section and map (F(1,10) � 6.263, p � 0.031),
indicating an unspecific effect of training on topographic re-
sponses to both RNG and LG stimuli. LAURA distributed source
estimations were calculated over the 61–104 ms poststimulus pe-
riod (Fig. 2c), i.e., when the topographic pattern analysis showed
significant interaction between factors section, stimulus, and
map. To do so, AEPs for each participant and each experimental
condition separately were first averaged across the above men-
tioned time period to generate one data point per participant and
experimental condition. Source estimations were then calcu-
lated, and the scalar value of each solution point was submitted to
a 2 � 2 repeated-measures ANOVA with section and stimulus as
within-subject factors. There was a significant main effect of sec-
tion over right temporoparietal areas (F(1,10) � 4.965, p � 0.05).
The main effect of stimuli included frontoparietal regions bilat-
erally (F(1,10) � 4.965, p � 0.05). This is consistent with models of
auditory spatial processing and spatial attention that implicate
frontoparietal circuits (Spierer et al., 2007, 2008, 2010). The fact
that both frontal and parietal regions were synchronously ob-

served over this time window is suggestive of a degree of parallel
processing. However, we cannot exclude the possibility of direc-
tionality at a finer temporal scale, because data were first averaged
in time across the 61–104 ms period.

Of particular relevance to the goals of the present study, there
was a significant interaction between these factors in a left tem-
poroparietal cluster (F(1,10) � 4.965, p � 0.05) (Fig. 2d).
Follow-up statistical tests were performed to determine the basis
for this interaction. The scalar values of the solution points com-
prised within the region of interest (ROI) showing the section �
stimuli interaction were extracted and averaged for each subject
and condition. The resulting values were compared across sec-
tions for LG and RNG stimuli separately. These analyses revealed
a significant decrease in the activation strength of the temporopa-
rietal ROI between beginning and end conditions for the RNG,
but not for LG, stimuli (t(10) � 4.621, p � 0.01 and t(10) � 1.045,
p � 0.321, respectively) (Fig. 2e).

Correlational analysis performed between scalar values of the
ROI showing the section � stimulus interaction and behavioral
performance revealed that training-induced modulations in re-
sponse strength to RNG within the temporoparietal ROI (begin-
ning– end) negatively correlated with modulations in RT
(beginning– end; solution point showing the maximal correla-
tion within the ROI, r(9) � �0.67; p � 0.03) (Fig. 2f). The more
activity decreased within this region across training blocks, the
more the speed of performance improved.

Passive pretraining and posttraining session
The topographic pattern analysis identified the same sequence of
stable maps for trials from the pretraining and posttraining con-
ditions and LG and RNG trial type, with the exception of two
poststimulus intervals. The output of the topographic pattern
analysis of the collective data from the passive listening portions
is displayed in Figure 3a [see also AEP waveforms at an exemplar
electrode (Cz)]. The GEV of the results of the cluster analysis was
90.87%.

Two maps were identified in the group-averaged data over the
31– 81 ms interval, and these were differentially observed across
sections and stimuli. There was a significant interaction between
factors section, stimulus, and map over the 31– 81 ms poststimu-
lus period (F(1,10) � 9.003, p � 0.013). Follow-up ANOVAs were
therefore conducted for each stimulus separately. There was a
significant interaction between section and map for the LG but
not RNG stimuli as a function of training section (section � map
interaction; LG, F(1,10) � 6.145, p � 0.033; RNG, F(1,10) � 0.609,
p � 0.453). This pattern of results indicates that the intervening
training session modulated topographically responses to pas-
sively presented LG but not RNG stimuli (Fig. 3b). Over the
248 –350 ms interval, there was a significant interaction between
stimulus and map (F(1,10) � 5.264, p � 0.045), indicating that
distinct topographic patterns accounted for responses to the
two stimuli. This differential processing of the two stimuli
likely followed from the psychophysical differences between
the left- and right-lateralized sounds (for corresponding find-
ings, see Schröger, 1993; Spierer et al., 2007).

LAURA distributed source estimations were calculated over
the 31– 81 ms poststimulus period (Fig. 3c), i.e., when the topo-
graphic pattern analysis showed a significant interaction between
factors of section, stimulus, and map. There was a significant
interaction between section and stimulus in a cluster including
anterior parietal and superior temporal regions (F(1,10) � 4.965,
p � 0.05) (Fig. 3d) but no main effect of stimuli or section.
Follow-up statistical tests were performed to better understand
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the basis of the interaction, revealing a significant decrease in the
activation strength of the right anterior temporoparietal ROI be-
tween pretraining and posttraining conditions for the LG but not
RNG stimuli (t(10) � 3.100, p � 0.02 and t(10) � �0.337, p �
0.743, respectively) (Fig. 3e).

Discussion
We identified the spatiotemporal brain dynamics underlying
training-induced plasticity in inhibitory control. The processes
engaged for responding to Go stimuli while withholding re-

sponses to NoGo were subject to facilitation; RTs significantly
decreased to Go stimuli during the course of active training.
Brain mechanisms associated with such plasticity in inhibitory
control were first identified by applying electrical neuroimaging
analyses to AEPs in response to Go and NoGo stimuli recorded at
the beginning versus the end of 35 min active auditory spatial
Go/NoGo training. Then, we applied the same contrast to EEG
responses recorded during passive listening of the Go and NoGo
stimuli immediately before and after the active training session.
The collective findings support a model wherein learning-

Figure 2. Active Go/NoGo training: electrical neuroimaging results. a, The AEP in response to the beginning for Go (LG, black trace) and NoGo (RNG, red) and end for Go (green) and NoGo (blue)
of the experiment are displayed in microvolts as a function of time for the Cz electrode. Topographic pattern analyses identified six time periods of stable electric field topography across the collective
452 ms poststimulus period. All topographies (i.e., maps) are shown with the nasion upward and left scalp leftward. For one of these time periods (61–104 ms), multiple maps were identified in the
group-averaged AEPs. These maps are framed in blue. b, The reliability of this observation at the group-averaged level was then assessed at the single-subject level using a spatial correlation fitting
procedure. The GEV of each template map provides a measure across subjects of how well a given template map accounts for a given condition over the 61–104 ms time period (see Materials and
Methods). Over the 61–104 ms period after stimulus, different maps (framed in dark and light blue) described AEPs in response to the Go and NoGo stimuli as a function of training (beginning/end).
There was a significant three-way interaction between section, stimulus, and map. Error bars indicate SEM. c, Group-averaged distributed linear source estimations were calculated over the 61–104
ms poststimulus period for each experimental condition (scale indicated), when AEPs analyses revealed a significant topographic modulation across conditions. d, Node-wise section � stimulus
ANOVA on source estimation over the 61–104 ms interval revealed significant section � stimuli interactions within a left temporoparietal cluster. e, Follow-up analyses on the mean scalar value of
the ROI revealed a decrease in the left temporoparietal cortex for the NoGo stimuli as a function of training. f, Node-wise correlations between response time to Go stimuli and the activity within the cluster
showing the significant section � stimulus interaction revealed that the more performance improved, the more response strength to NoGo stimuli decreased within the left temporoparietal ROI.
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induced plasticity in inhibitory control manifests during early,
low-level stages, affects prepotent responses to stimuli, and ex-
tends beyond training to impact passive listening of previously
behaviorally relevant stimuli.

Responses to NoGo but not Go stimuli during active training
modulated the AEP topography over the 61–104 ms post-
stimulus onset interval, indicative of the engagement of dis-
tinct configurations of intracranial generators. Source
estimations revealed that this modulation followed from de-
creased activity within left temporoparietal cortices in re-
sponse to NoGo stimuli that in turn correlated with the extent
of RT facilitation to Go stimuli during active training. This
correlation supports a functional role for left parietal struc-
tures in the plasticity of inhibitory control to NoGo stimuli (at
least in the case of the present paradigm). No AEP effects were
observed with Go stimuli during active training.

The specificity of the AEP effects, i.e., that only NoGo and not
Go trials were affected, and their correlation with RT facilitation
are not readily explained in terms of simple motor or procedural
learning. If either of these were the case, AEPs from Go trials
would likely have modulated, too. Plus, the fact that source
activity significantly decreased argues against a straightfor-

ward explanation in terms of enhanced attention to one type
of stimulus or one region of space, both of which would be
predicted to enhance responses after training. Instead, our
pattern of results is consistent with low-level inhibitory con-
trol over prepotent responses to NoGo stimuli (although an-
other potentially concurrent possibility is that these effects
reflect changes in decision criterion).

Both the main effect of section and also the evidence for
frontal activity that was modulated as a function of stimulus
would suggest that top-down control processes are likely play-
ing a more general role during active training. Still, additional
experiments akin to those by Schröger (1993) would be re-
quired to better disentangle effects of spatial processing from
response mapping in the present study.

The latency of our effect (i.e., 61–104 ms) suggests that
training-induced plasticity in inhibitory control occurs during
relatively early sensory processing stages. In this regard, it is
worthwhile to situate the timing of the present effects with
respect to general auditory processing as well as to spatial
processing (Murray and Spierer, 2009; Spierer et al., 2010).
Primary auditory cortices respond to sounds at �15 ms

Figure 3. Pretraining and posttraining passive listening: electrical neuroimaging results. a, The AEP in response to the pretraining Go (LG, black trace) and NoGo (RNG, red) and
posttraining Go (green) and NoGo (blue) stimuli are displayed in microvolts as a function of time for the Cz electrode. Topographic pattern analyses identified six time periods of stable
electric field topography across the collective 452 ms poststimulus period. All topographies (i.e., maps) are shown with the nasion upward and left scalp leftward. For the 31– 81 ms
period, multiple maps were identified in the group-averaged AEPs. These maps are framed in purple. b, The reliability of this observation at the group-averaged level was then assessed
at the single-subject level using a spatial correlation fitting procedure. The GEV of each template map provides a measure across subjects of how well a given template map accounts for
a given condition over the 61–104 ms time period (see Materials and Methods). Over the 31– 81 ms period after stimulus, different maps (framed in dark and light purple) described AEPs
in response to the Go and NoGo stimuli as a function of training (pre/post). There was a significant three-way interaction between section, stimulus, and map. Error bars indicate SEM.
c, Group-averaged distributed linear source estimations were calculated over the 31– 81 ms poststimulus period for each experimental condition (scale indicated), when AEPs analyses
revealed a significant topographic modulation across conditions. d, Node-wise section � stimulus ANOVA on source estimation over the 31– 81 ms interval revealed significant
section � stimuli interactions within a right temporoparietal cluster. e, Follow-up analyses on the mean scalar value of the ROI revealed a decrease in the right temporoparietal cortex
for the Go stimuli as a function of training.
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(Liégeois-Chauvel et al., 1994) with propagation along the
superior temporal cortex within the subsequent 3–10 ms
(Howard et al., 2000). Likewise, auditory-driven responses in
frontal (Liasis et al., 2001) and even occipital (Romei et al.,
2007, 2009) regions have been observed within the initial
30 – 60 ms after stimulus onset. Thus, although effects over the
61–104 ms poststimulus interval are indeed earlier than re-
ported previously, they are unlikely reflecting exclusively feed-
forward or stimulus-driven activity, particularly in the
temporoparietal regions identified by our source estimations
(Inui et al., 2006).

The present findings over the 61–104 ms poststimulus interval
are substantially earlier than what has been typically reported.
Previous studies suggest that inhibition of prepotent responses to
NoGo stimuli relies on top-down control involving frontoparie-
tal networks over the 150 – 400 ms poststimulus onset interval
(Schröger, 1993; Botvinick et al., 2001; Rubia et al., 2001; Aron et
al., 2004; Polich, 2007). We therefore hypothesize that our effects
during active training reflect the development of a low-level form
of inhibition, mediating Go/NoGo performance improvement
that may act in concert with top-down, consciously controlled,
inhibitory processes. Accordingly, Verbruggen and Logan (2008)
advanced that decreases in response time induced by Go/NoGo
practice relies on the emergence of fast bottom-up suppression
signals mediated by an increase in the strength of association or
mapping between the stimulus and stop response (Shiffrin
and Schneider, 1977; Logan, 1988). The parietal localization of
the present source estimations provides an additional line of
support to the proposition that inhibitory control develops
based on the recurrence of consistent mappings of stimuli
onto motor response withholding rules (Shiffrin and Schnei-
der, 1977; Logan, 1988). Parietal structures are suitable candi-
dates for comprising learned associations between stimuli and
behavioral responses. On the one hand, parietal structures
have been implicated in the control of motor planning (Wa-
tanabe et al., 2002), in the coordinate transformations re-
quired to convert sensory signals into motor commands
(Andersen et al., 1997), as well as in the preparation for move-
ments (Deiber et al., 1991, 1996; Decety et al., 1992). On the
other hand, previous studies demonstrated the involvement of
left (contralateral) temporoparietal networks in the integra-
tion of spatial information differentiating the Go and NoGo
stimuli in our study (Spierer et al., 2007, 2008). Together, the
evidence for a role of parietal structures in both sensorimotor
interactions and auditory spatial processing suggest that the
effect of Go/NoGo training revealed in the present study
might reflect the labeling of right-lateralized NoGo stimuli
with signals yielding motor response inhibition. This hypoth-
esis is further supported by the significant correlation between
RTs to Go stimuli and the decrease in left parietal response
strength.

In contrast to the effect of training manifesting when partici-
pants were engaged in the active Go/NoGo task [i.e., modifica-
tions of responses to NoGo (right) but not Go stimuli], in the
context of passive listening, the effect of training manifested as
topographic modulations of AEPs to left (Go) but not right
(NoGo) stimuli over the 31– 81 ms interval. Source estimations
performed over this period revealed a decrease in response
strength to left stimuli (Go) within right temporal and anterior
parietal areas.

Participants were trained to respond to left-lateralized stimuli,
which presumably increased their behavioral relevance. We hy-
pothesize that the training sessions modified responses to Go but

not NoGo stimuli during the passive listening portion because,
under passive listening (or other task-irrelevant) contexts, there
is a functional advantage of nonetheless detecting stimuli that
were recently behaviorally relevant. This would not be the case for
behaviorally irrelevant (NoGo) stimuli. Supporting this hypoth-
esis, our effect occurred at a latency and locus corresponding to
the P50, a component associated with sensory gating mechanisms
by which the auditory system prevents irrelevant and/or redun-
dant sensory information from the environment accessing and
overwhelming higher-order representations (Hsieh et al., 2004;
Kisley et al., 2004; Lijffijt et al., 2009; Yadon et al., 2009). The
decrease in response strength of P50 generators associated with
learning to respond to Go stimuli may reflect facilitated access for
these stimuli to reach higher processing stages. Several studies
demonstrated associations between the strength of P50 and per-
formance on attention or detection tasks (Wan et al., 2008;
Thomas et al., 2010). P50 has also been shown to play a role in the
maintaining of auditory attentive state (Wan et al., 2008). The
findings during passive listening are consistent with the hy-
pothesis that Go/NoGo training modified low-level stimulus
representations.

Several putative mechanisms could account for suppressed
responses to NoGo stimuli during active training. One possibility
is that conflicts between Go and NoGo response requirements
are reduced (Nieuwenhuis et al., 2003). Another possibility is
that, during the course of training, brain responses become
more selective or otherwise refined. Training has been pro-
posed to result in the exclusion of irrelevant neural activity
and thus in the increase in the selectivity and efficiency of
neural activity (Schoups et al., 1998; Schiltz et al., 1999; Song
et al., 2002; Kelly and Garavan, 2005). Accordingly, the recur-
rent mappings of NoGo stimuli onto inhibition rules could
have reduced the activity involved in triggering motor re-
sponses to NoGo stimuli. Alternatively, recurrent inhibition
of response to NoGo while executing speeded responses to Go
stimuli could have modulated the attentional or cognitive de-
mand required to apply the (NoGo) response rule to the NoGo
stimuli (Hill and Schneider, 2006). With regard to evidence
that unattended and task irrelevant stimuli are processed more
slowly and less reliably in the brain (Kanwisher and Wojciulik,
2000; Kastner and Ungerleider, 2000; Lamme and Roelfsema,
2000), the decrease in response strength to NoGo stimuli
could reflect training-induced lessening in the behavioral rel-
evance attributed to right-lateralized stimuli, which in turn
helped decrease response prepotency. In turn, during passive
listening, this extended to effects on Go stimuli because of
their high behavioral relevance during the task.
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Deiber MP, Ibañez V, Sadato N, Hallett M (1996) Cerebral structures par-
ticipating in motor preparation in humans: a positron emission tomog-
raphy study. J Neurophysiol 75:233–247.

Dillon DG, Pizzagalli DA (2007) Inhibition of action, thought, and emo-
tion: a selective neurobiological review. Appl Prev Psychol 12:99 –114.

Eimer M (1993) Effects of attention and stimulus probability on ERPs in a
Go/Nogo task. Biol Psychol 35:123–138.

Falkenstein M, Koshlykova NA, Kiroj VN, Hoormann J, Hohnsbein J (1995)
Late ERP components in visual and auditory Go/Nogo tasks. Electroen-
cephalogr Clin Neurophysiol 96:36 – 43.

Falkenstein M, Hoormann J, Hohnsbein J (1999) ERP components in Go/
Nogo tasks and their relation to inhibition. Acta Psychol (Amst)
101:267–291.

Falkenstein M, Hoormann J, Christ S, Hohnsbein J (2000) ERP components
on reaction errors and their functional significance: a tutorial. Biol Psy-
chol 51:87–107.

Grave de Peralta Menendez R, Gonzalez Andino S, Lantz G, Michel CM,
Landis T (2001) Noninvasive localization of electromagnetic epileptic
activity. I. Method descriptions and simulations. Brain Topogr
14:131–137.
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