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Specialization of Binaural Responses in Ventral Auditory
Cortices
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Accurate orientation to sound under challenging conditions requires auditory cortex, but it is unclear how spatial attributes of the
auditory scene are represented at this level. Current organization schemes follow a functional division whereby dorsal and ventral
auditory cortices specialize to encode spatial and object features of sound source, respectively. However, few studies have examined
spatial cue sensitivities in ventral cortices to support or reject such schemes. Here Fourier optical imaging was used to quantify best
frequency responses and corresponding gradient organization in primary (Al), anterior, posterior, ventral (VAF), and suprarhinal
(SRAF) auditory fields of the rat. Spike rate sensitivities to binaural interaural level difference (ILD) and average binaural level cues were
probed in A1 and two ventral cortices, VAF and SRAF. Continuous distributions of best ILDs and ILD tuning metrics were observed
in all cortices, suggesting this horizontal position cue is well covered. VAF and caudal SRAF in the right cerebral hemisphere
responded maximally to midline horizontal position cues, whereas A1 and rostral SRAF responded maximally to ILD cues favoring
more eccentric positions in the contralateral sound hemifield. SRAF had the highest incidence of binaural facilitation for ILD cues
corresponding to midline positions, supporting current theories that auditory cortices have specialized and hierarchical func-

tional organization.

Introduction

Mammals accurately localize sounds using physical cues that
change systematically as a function of where a sound is relative to
the body midline (Hartmann, 1999). When sound is displaced to
the left, it is reflected off the head and pinna, resulting in lower
sound level reaching the right ear. This interaural level difference
(ILD) is a primary binaural cue used to determine the horizontal
position of sound (Hartmann, 1999). Sound frequency distor-
tions caused by head and pinna reflections cue the vertical posi-
tion of sound (Musicant and Butler, 1984; Middlebrooks and
Green, 1990; Shaw, 1966). When binaural cues are absent and
hearing is monaural, as is the case when one ear is plugged or deaf,
mammals do not accurately locate sound in vertical or horizontal
dimension, underscoring the importance of binaural cues for
locating sounds in the acoustic scene (Wightman and Kistler,
1992; Slattery and Middlebrooks, 1994; King et al., 2000;
Macpherson and Middlebrooks, 2002).

Auditory cortices are sensitive to sound localization cues and
positions in space, but it is not clear whether they are all function-
ally organized to encode spatial attributes of sound (Semple and
Kitzes, 1993a; Recanzone, 2000; Stecker et al., 2003, 2005a; Zhang
et al., 2004; Mrsic-Flogel et al., 2005; Campbell et al., 2006b;
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Harrington et al., 2008; Nelken et al., 2008; Popescu and Polley,
2010). All core and some belt auditory cortices have best fre-
quency (BF) responses to sound that are organized into topo-
graphic BF gradients (Reale and Imig, 1980; Recanzone et al.,
2000; Lee and Winer, 2008; Hackett, 2010). The cortex is also
organized into response gradients and modules that vary in
sound intensity and frequency resolution distinct from the BF
gradient (Read et al., 2002; Polley et al., 2007). Although BF
and sound-intensity cues could indicate position sensitivity
(Schnupp et al., 2001; King et al., 2007), they could serve func-
tions independent of localization. Binaural ILD sensitivity is di-
rectly related to horizontal sound position sensitivity (Wenstrup
et al., 1988; Campbell et al., 2006a,b) and is topographically or-
ganized within primary auditory field (A1) (Middlebrooks and
Zook, 1983; Irvine and Gago, 1990; Nakamoto et al., 2004), but
little is known about its organization within neighboring core
and belt cortices. Dual stream hypotheses postulate that higher-
level dorsal and ventral parabelt auditory cortices specialize to
process “where” versus “what” a sound is, respectively (Recan-
zone and Cohen, 2010). This dual specialization of parabelt cor-
tices could, in theory, exist initially in dorsal and ventral core and
belt cortices that are connected via separate anatomical pathways
(Hackett, 2010).

Few studies directly compare response properties between
multiple auditory cortical fields, making it difficult to draw
strong inferences about large-scale functional organization. Here
we take advantage of optical imaging and the small area of cortical
fields in the rat to assess binaural ILD response sensitivities in
multiple cortices in the same animal. We find ILD cue sensitivity
is a ubiquitous organizational feature in Al and ventral cortical
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fields. Distinct response distributions suggest ventral auditory
cortices have specialized representation of binaural ILD cues.

Materials and Methods

Animals and surgery. Animals were housed and handled according to
approved guidelines by the Institutional Animal Care and Use Commit-
tee at the University of Connecticut (Storrs, CT). Fourteen adult male
rats (4 Wistar, 10 Brown Norwegian) were used in this study (age, 56-98
d; mean, 72 =16 d; mean weight, 265 * 65 g; obtained from Charles
River Laboratories). No statistical differences were observed in BF, char-
acteristic frequency (CF), or best ILD between albino and brown rats, so
all animals were pooled into one group. Anesthesia was induced with
sodium pentobarbital (<40 mg/kg, i.p.) for surgical procedures and sup-
plemented as needed (20—50 mg/kg, i.p.) to maintain areflexia. Trache-
otomy and cisterna magnum puncture were performed, and atropine
sulfate (0.1 mg/kg) and dexamethasone (0.25 mg/kg) were administered
to minimize respiratory noise and cerebral edema. Skull and dura were
removed to expose temporal cortex in the right cerebral hemisphere. The
exposure was covered with agar and sealed with a glass coverslip for
optical imaging of intrinsic metabolic responses.

Sound delivery and design. Sounds were delivered diotically (same
sound to both ears), dichotically (different sound levels to both ears), and
monaurally (sound to one ear, other ear plugged). Sound stimuli were
generated off-line with custom C++ or Matlab software (Mathworks) at
a rate of 192 kHz and 24-bit resolution. Sounds were presented via hol-
low ear bars and calibrated for frequency distortions between 1 and 47
kHz (£3 dB) in the closed system with a 400-sample FIR inverse filter
implemented on a RX6 multifunction processor [ Tucker Davis Technol-
ogies (TDT)]. Speakers were tested and calibrated to assure linearity
(input—output coherence >0.95) and matched transfer functions across
custom modified (Beyer DT 770) speakers. Unit sounds were delivered
with an RME DIGI 9652 or a TDT RX6 multifunction processor at 96
kHz. Optical sounds were delivered with a professional audio card (Lynx
Studio Technology) at 98 kHz.

Sound stimuli. We found that the first spectral-notch attributable to
the pinna and the pinna-dependent ILDs was most prominent for sound
frequencies between 12 and 24 kHz in the rat (Koka et al., 2008); hence,
tone frequency response sensitivities were probed between 2 and 32 kHz
as described in detail previously (Polley et al., 2007; Higgins et al., 2008).
The sound used to optically image BF organization consisted of 16 short-
duration (5 ms rise time, 50 ms duration) tone pips separated by 250 ms
intertone intervals to create ascending (2-32 kHz) or descending (32 to 2
kHz) tone staircase sequences with tones separated by one-fourth octave
frequency steps. The sound used to estimate unit BF and its topographic
organization contained 369 tone pips (5 ms rise time, 50 ms duration)
varied randomly in one-eighth octave frequency steps from 1.4 to 44 kHz
(500 ms intertone interval) and 10 dB sound level steps from 5 to 85 dB
presented diotically over six trials.

ILD cue sensitivity can change with sound frequency content (Spezio
and Takahashi, 2003) and average binaural level (ABL) (Tsai etal., 2010),
therefore we used broad-spectrum noise to probe ILD over a range of
ABLs, as a variation on the approach developed by Kitzes and colleagues
(Semple and Kitzes, 1993a; Zhang et al., 2004). An “SPL X SPL stimulus
matrix” probed sound pressure level (SPL), ILD, and ABL sensitivities
and consisted of independent flat spectrum maximum length sequence
noise tokens (<5 ms rise time, 50 ms duration, 2 Hz presentation rate)
with SPL varied randomly in 5 dB steps ranging from 0 to 75 dB SPL for
atotal of 256 unique sound level combinations, and each condition in the
matrix was presented 16 times.

Fourier optical imaging. A Fourier method of intrinsic optical imaging
was used to map tone frequency responses in 14 animals across five
cortical regions including Al, anterior auditory field (AAF), posterior
auditory field (PAF), ventral auditory field (VAF), and suprarhinal audi-
tory field (SRAF) as described previously (Kalatsky et al., 2005; Polley et
al., 2007; Higgins et al., 2008). The Fourier method extracts intrinsic
phase and magnitude responses to continuous (periodic) sound input
resulting in a high spatial resolution image or map of cortical sound
response properties. The camera was focused on the cortical surface
while illuminating with green wavelength (547 £ 10 nm) filtered light to
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obtain a 4.6 X 4.6 mm? image of surface blood vessels. Next, the focus
was translated down 650 wm (with a high-precision axial manipulator),
and the reflectance of red (605 * 10 nm) filtered light was recorded.
Ascending and descending optical imaging tone sequences yielded simi-
lar frequency topography; therefore, hemodynamic delay was corrected
by subtracting ascending and descending frequency maps to generate a
frequency difference map as described previously (Kalatsky et al., 2003).
The average frequency within a 50 X 50 wm area centered at the unit
recording tract site was used to estimate optical BF at the same site where
unit responses were subsequently recorded. High correlations were ob-
served in the present study between unit and optical estimates of BFs for
matched cortical position and sound level condition, as reported previ-
ously (Kalatsky et al., 2005; Mrsic-Flogel et al., 2006; Higgins et al., 2008).

Computing optical frequency gradients. Neighboring visual cortical ar-
eas have reversed topographic representations of the retina that can be
quantified by computing the local response gradients (Sereno et al.,
1994). This approach was taken here to quantify the direction and change
of BF gradients at regional borders. The optical BF map was Gaussian
filtered (SD, 162 um) at each pixel before computing the local BF gradi-
ent. Maxima and minima in the Laplacian were used to locate mirror
reversals in the BF gradient. Reversals in the BF gradient direction were
observed at the borders between neighboring cortical areas including (1)
PAF and A1/VAF, (2) Al and AAF, (3) VAF and caudal SRAF, and (4)
rostral SRAF and ventral AAF, as qualitatively assessed previously
(Kalatsky et al., 2005; Polley et al., 2007). The nomenclature used here
follows that described previously by Polley et al. (2007). A line (x-axis)
was drawn between caudal and rostral local minima of the Laplacian
maps. In all maps examined, this line bisected A1 and VAF into two equal
cortical areas following previous conventions (Higgins et al. 2008). The
perpendicular line ( y-axis) was centered on the Laplacian minima lo-
cated in ventral temporal cortex in the region previously defined as
SRAF. This x—y coordinate system was used to divide the cortical areas
into 45° radial sectors. The resulting regional sectors corresponded well
with regional boundaries determined with visual inspection previously.
Local BF gradient vectors within each radial sector were averaged to
estimate the corresponding regional BF gradient. Average regional vec-
tors were all rotated to align the A1/VAF-AAF bisecting line to 0° from
the horizontal dimension for analysis.

Estimating unit frequency sensitivity. After acquisition of imaging data,
the agar-glass window was removed, and insulated low-impedance (1-2
M(Q)) tungsten electrodes were positioned in cortex at a depth corre-
sponding to layer IV (550—650 wm). Responses to pure tones were mea-
sured from extracellular multiunit responses in Al, VAF, and SRAF.
Variations in tone frequency and level were used to generate a frequency
response area (FRA). Custom automated algorithms in MATLAB were
used to estimate the statistically significant threshold and responses
within the FRA (Escabi et al., 2007). The centroid frequency (X,,) for the
spike rate response distribution determined the BF at each sound level.
CF was determined from automated routines, as the BF 10 dB above
response threshold:

> £+ FRA(X,, SPL,,)

— k
Xm =

> FRA(X;, SPL,)
k

where FRA is the statistically significant FRA (a = 0.05), X;. = log,( fi/f,)
is an octave measure of frequency, f, is the reference frequency, and SPL
is the sound pressure level.

Computing ILD, ABL, and defining analysis window of response areas.
Rate responses to the SPL X SPL stimulus matrix were used to create
16 X 16 SPL X SPL response areas. ILD and ABL were computed as the
difference and average of SPL between contralateral and ipsilateral ears,
respectively. These computed values were used to replot spike rate data as
a function of ILD and ABL in the ILD X ABL response area.

Several steps were taken to limit the stimulus conditions and time
windows used for analysis of the response area as described in detail
previously (Escabi et al., 2007). Briefly, a significant onset response time
window was determined from the poststimulus time histogram (PSTH)
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elicited with all stimulus conditions in the SPL X SPL response area. The
spontaneous spike rate was calculated from activity 50 ms before stimu-
lus onset, and a significance threshold (a = 0.05) was determined by
assuming the spontaneous spiking activity follows a Poisson process. The
onset time was defined as the first PSTH time point that exceeded the
significance level, and the offset was defined as the first time point after
the onset time where the response was no longer significant. Thus, the
SPL X SPL responses were calculated individually for each multiunit site
by measuring the mean firing rate within the response window. There
was no significant onset-duration window difference observed between
regions (one-way ANOVA: F5 4,y = 0.72; p = 0.54). Al, VAF, caudal
SRAF, and rostral SRAF had median onset response durations of 29.5,
30.4, 32.1, and 28.4 ms, respectively. Collicular and PAF spatial receptive
field centers remain constant when probed with noise levels between 10
and 40 or 20 and 40 dB above threshold (Middlebrooks and Knudsen,
1984; Stecker et al., 2005b). Likewise, preliminary analysis in the present
study found best ILDs remained constant when the ILD X ABL response
area window was limited from threshold to 40 dB above threshold.
Hence, the ILD X ABL response area analysis window included the phys-
iologic ILD range (40 dB) characterized previously (Koka et al., 2008)
and an ABL range from threshold to 40 dB above ABL threshold.

Data were also analyzed with a 10 dB analysis window of =5 dB around
maximal ABL and ILD response for each site. The spike rate curves for a
10 versus 40 dB window were highly correlated and had median similar-
ity indices of 0.88 and 0.6 for ILD and ABL, respectively. Here we report
results using the 40 dB analysis window.

Estimating best ILD and best ABL. Maximal or “best” ILD responses
have been used to correctly predict the horizontal position preference of
cells with BFs above 2 kHz (Fuzessery et al., 1990; Clarey et al., 1994). A
similar approach was used here to estimate best ILD and best ABL. Spike
rate in the analysis window for the ILD X ABL response area was col-
lapsed in ILD and ABL dimensions to analyze corresponding rate-level
responses. Rate level responses were fit with three response models in-
cluding linear and Gaussian functions and a five-parameter sigmoid
function of the following form:

a 1
Yy = 1 — Coxe-a’ 1_1_e<—d><(x—e))

where x is ILD, y is the discharge rate, and a4, b, ¢, d, and e are free
parameters. The five-parameter sigmoid function essentially fits the ris-
ing and falling (ipsilateral and contralateral) components of the rate ILD
function with corresponding sigmoid functions and was motivated by
evidence that the rate ILD function in lateral superior olive can be pre-
dicted based on a similar model (Tsai et al. 2010). The parameters b and
d account for the rising and falling slopes of the ILD functions, whereas ¢
and e correspond to the inflection points of the rising and falling sigmoid
components. The variable, a, is a scaling factor to account for the peak
response amplitude.

For each of the models, 8 of the 16 response trials were selected for
model optimization, and the model parameters were obtained using the
least squares procedure. The remaining eight trials were used for model
validation to determine the amount of response variance explained by
the model. The model fit and validation were bootstrapped 500 times to
derive error bounds on the model parameters and the prediction quality.
Using 1000 bootstrapped variations on a subset of the data yielded sim-
ilar results. For each model, the prediction quality was determined by
computing the correlation coefficient between the model and validation
data (Rijear RGaussian Rsigmoid)- Using the bootstrapped R values, we
performed a three-way rank-sum test to determine which model best
predicted the data. The model (linear, Gaussian, or sigmoid) that best
accounted for the variance across bootstrapped iterations (highest me-
dian R value) was considered the best fit. Unit best ILD was defined as the
average level evoking the maximal spike rate for each iteration of the
best-fit model.

Computing binaural interactions. Binaural response interactions not
only create aural dominance (i.e., aural response bias) properties, they
also determine the tuning of SPL X SPL response areas (and therefore
ILD X ABL response areas (Semple and Kitzes, 1993b). To quantify
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binaural interactions, we computed a binaural interaction index (BII) as
the percentage of binaural response relative to the summed monaural
responses for matched SPL:

R(SPL,, SPL))
=X 100

R(SPL,) + R(SPL,)
where SPL_ and SPL; are the contralateral and ipsilateral SPLs, R(SPL,,
SPL,) is the response rate to a binaural configuration, and R(SPL_) and
R(SPL,) are the response rates for contralateral and ipsilateral stimula-
tion, respectively. Since the analysis only considers responses that are
above spontaneous levels, this method of computing BII resembles
closely that used previously by Goldberg and Brown (1969). BII values
>100 are facilitated, and values <100 are suppressed relative to the mon-
aural inputs at the same level. The BII matrix was derived directly from
the SPL X SPL matrix, therefore the spike-timing window and signifi-
cance criteria apply to both the spike rate and BII plots. Mean BII col-
lapsed across ABL dimension was plotted as a function of each ILD
condition to generate population binaural facilitation curves. Data were
analyzed from two datasets: (1) using the entire 40 dB ILD-ABL range
outlined above and (2) the same ILD-ABL range but excluding ipsilater-
al/contralateral SPL combinations that fell below contralateral threshold.
Contralateral threshold was based on statistical comparison with spon-
taneous rate as described above and required more than one consecutive
significant level. Subcontralateral threshold responses were linearly
shifted in Figure 2C and excluded from all statistics and analysis pre-
sented except the population BII data in Figure 8, AI and BI.

Estimates of receptive field tuning. In superior colliculus of the cat,
spatial receptive field widths vary as a function of spatial receptive field
centers estimated from 75% of the maximum spike rate response
(Middlebrooks and Knudsen, 1984). Here we queried whether a similar
relationship existed between ILD tuning width and best ILD. All units
examined here responded to a restricted range of negative ILDs, corre-
sponding to ipsilateral sound position cues. Thus, we were able to quan-
tify the ipsilateral ILD tuning width of the rate ILD response curve.
Ipsilateral “half-width” was estimated as the difference between best ILD
and ILD corresponding to 75% of the maximum response on the ipsilat-
eral side of the function. Some cortical units (e.g., hemifield units) re-
spond to all the contralateral ILD cues in the test area and therefore have
awidth equal to or greater than the tested range of ILDs greater than zero.
For the latter units, it is not possible to compute the tuning width for
ILDs above the best ILD. To overcome this limitation and to allow for
comparisons across units with varying degrees of tuning to contralateral
ILD cues, the degree of tuning to contralateral ILD cues was measured by
calculating the percentage drop in spike rate after the maximum, a mea-
sure typically used to quantify rate-level curve monotonicity (Nakamoto
etal., 2004). Both measures of tuning were calculated for each iteration of
the bootstrapped best-fit model, and the average of these values for each
unit was used for further analysis.

Statistical analysis. Results are based on multiunit responses to ILD
noise in Al (n = 159), VAF (n = 94), caudal SRAF (n = 91), and rostral
SRAF (n = 71). Of the total 415 responses, 336 contributed FRAs to the
dataset. A Lilliefors’ composite goodness-of-fit test for normality was
applied to all distributions before statistical comparison. Unless noted
otherwise, all statistical comparisons were done using the Wilcoxon
rank-sum test for equal medians because of the not normal nature of the
dataset.

Results

Sound reflections off the rat’s pinnae create frequency cues that
change linearly with vertical position of sound over =60° in the
frontal sound field (Koka et al., 2008). BF has been used in sub-
cortical structures as a metric of neural sensitivity to pinna-
related frequency cues (Davis and Young, 2000; Chase and
Young, 2005). Here we used high-resolution intrinsic optical im-
aging to map cortical sensitivity to tone frequency and BF
(Kalatsky and Stryker, 2003; Kalatsky et al., 2005). Six cortical
fields each contained a separate representation of sound fre-
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Figure 1. High-resolution optical imaging used to determine regional borders of auditory

cortex. A, Surface blood vesselimage overlaid with map of optical BF obtained at 650 um below
the surface with an ABL of 45 dB (SPL). Three local minima in BF (<<2 kHz) are observed in
temporal areas 1(Te2), 2 (TeT), and 3 (Te3). B, Gradient direction for change in BF was deter-
mined by computing the BF gradient. The corresponding local frequency vector map is overlaid
with the BF map toillustrate the local gradient directions for change in BF. White circles indicate
the BF and Laplacian minima in Te1-Te3 used to divide the cortex into radial sectors a—g (see
Materials and Methods). Sectors were assigned to cortical fields defined physiologically and
anatomically previously (Kalatsky et al. 2005; Polley et al. 2007). Primary auditory cortex (A1)
includes sectors a and b. VAF and caudal (cSRAF) and rostral suprarhinal (rSRAF) auditory fields
correspond to sectors c— e, respectively, and AAF corresponds to sectors fand g. €, Local vectors
were averaged in each cortical field to obtain the regional vector average. Data shown are for
the frequency map given in A. D, Regional average vectors for maps obtained in nine rats. Thick
lines indicate mean of population. D, Dorsal; R, rostral; VPAF, ventral posterior auditory field.

quency (2-32 kHz), and the range of BFs mapped in all regions
covered the range of pinna-related frequency and ILD cues in the
rat (Koka et al., 2008; Tollin and Koka, 2009). A1, VAF, SRAF,
and AAF had optically measured tone frequency responses with
topographic or “cochleotopic” BF organization like that of the
cochlear epithelium of the ear (Kalatsky et al., 2005). Here opti-
cally measured response cochleotopy was also observed in PAF of
six animals (Fig. 1A). We computed the local BF gradient to
quantify the direction of frequency change and overlaid the com-
puted direction vectors to illustrate the local gradients (Fig. 1).
The Laplacian of the BF gradient map was used to locate reversals
in BF gradient direction. BF and Laplacian minima and maxima
of the corresponding maps were used to divide cortical regions
into radial sectors (Fig. 1 B, sectors a—g). Each cortical region was
characterized by a distinct summed BF gradient vector orienta-
tion as shown for the right cerebral hemisphere from one animal
(Fig. 1C). PAF and A1 shared a common BF minimum and had
reversed BF gradient directions, as predicted from unit response
maps (Doron et al., 2002; Pandya et al., 2008). BF gradients re-
versed at the border between VAF and caudal SRAF and between
Al and AAF resulting in opposing summed vector directions.
Similar BF gradient vector orientations were observed in PAF of
six animals, and all other regions were examined in nine animals
(Fig. 1 D). Therefore, frequency sensitivity and BF gradient ori-
entation were considered stable organizational features and used
to delineate regional borders. The frequency distributions from
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each region were not significantly different from each other (one-
way ANOVA comparing CF in each region; F(; 359y = 1.12; p =
0.3417), ensuring regional differences in response parameters
were not the result of unequal sampling.

Al responds with a full and continuous range of neural sensi-
tivities to horizontal position cues in the contralateral sound
hemifield (Semple and Kitzes, 1993b; Zhang et al., 2004; Camp-
bell et al., 2006b) as does PAF in the cat (Harrington et al. 2008).
However, current models imply that ventral auditory cortices do
not respond to spatial cues with any specificity (for review, see
Romanski, 2004). Here we revisit this question of spatial cue
sensitivity by directly comparing spatial response properties in
Al and ventral auditory cortices. Responses to ILD horizontal
position cues were probed with broad-spectrum noise (see Ma-
terials and Methods) within the physiological range determined
from the measurements of acoustic directional transfer functions
(Koka et al., 2008). Multiunit response areas were plotted as a
function of ipsilateral (right) and contralateral (left) ear sound
level (Fig. 2A1-A5). Response areas were also plotted as a func-
tion of the corresponding computed ABL and ILD (Fig. 2 BI-B5).
The example Al unit had high spike rates over a broad range of
positive ILDs, indicating a broad sensitivity to sound positions in
the contralateral hemifield, as was typical of Al responses (Fig.
2 BI, red voxels). The example VAF and caudal SRAF units illus-
trate high spike rate over a restricted range of ILD and ABL, as was
typical of these two regions (Fig. 2 B2,B3, red voxels). The exam-
ple rostral SRAF units spiked maximally (red voxels) with high
ABL, as was typical of this region (Fig. 2 B4,B5). In general, these
units exemplify the more narrow range of ILD sensitivities in
VAF and caudal SRAF response areas (Fig. 2).

For a subset of Al neurons, response tuning to horizontal
position cues is shaped by facilitative and suppressive interac-
tions across auditory pathways for the left and right ear (Semple
and Kitzes, 1993b; Spezio and Takahashi, 2003; Zhang et al.,
2004; Popescu and Polley, 2010). However, for the majority of Al
neurons, spatial receptive field properties can be predicted with-
out accounting for these binaural interactions, suggesting they
play a relatively minor role in shaping Al response areas
(Schnupp et al., 2001; Mrsic-Flogel et al., 2005). Here we ques-
tioned whether binaural interactions could account for the nar-
rower ILD response areas observed in VAF and SRAF. Our
approach assumed no binaural interaction occurred if binaural
sound conditions eliciting spike rates were equal to the summed
spike rate elicited with each ear alone. If spike rate with the bin-
aural condition was >100% or <100%, we assumed there was
binaural spike rate facilitation or suppression, respectively. The
example Al and VAF units both had about 20% binaural facili-
tation (BII, 120%; cyan voxels) for binaural sound levels near the
condition corresponding to best ABL and best ILD (open circle)
for each unit (Fig. 2C1,C2). Binaural suppression (BII, 60%; blue
voxels) was evident with ipsilateral ILD position cues for the
examples from Al, VAF, and caudal SRAF (Fig. 2C1-C3). The
example caudal SRAF site had maximal spike rate (Fig. 2 B3) and
high binaural facilitation (Fig. 2C3) for ILD position cues near
midline (ILD, 0), as was characteristic of this field. All three SRAF
units had robust binaural facilitation at sound levels below and
above threshold for spike rate response to contralateral ear (Fig.
2C3-C5, red-brown voxels above and below white dashed line).
These examples demonstrate that unit responses can be shaped
by binaural interactions in all cortical fields.

Although A1l cortical neurons are relatively selective to fre-
quency content of sound, they generally have broadly tuned re-
sponses to ABL and horizontal position cues (Eggermont, 2001;
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Figure 2.

Examples of commonly observed response areas and binaural interaction areas for each cortical field. A7T—A5, SPL was varied from 0 to 75 dB in each ear to test monaural and binaural

sound level conditions and generate “SPL response areas.” The color spectrum indicates spike rate per second (in hertz) elicited with each condition. The white diagonal line indicates midline
condition (ILD, 0). The white box outlines the ILD (ILD, =40 dB) and ABL (ABL = threshold + 40 dB) ranges used to generate ILD X ABL response areas in B. Ipsi, Ipsilateral; Contra, contralateral.
B1-B5,ILD X ABL response areas corresponding to the white box in A. White line, Color spectra are the same as in A. Arrows represent best ILD. Positive x-axis values represent conditions where
the contralateral (C) level was louder than the ipsilateral (I) level. The black circle represents the intersection of best ILD and best ABL computed as shown in Figure 3. (7-C5, Binaural interaction
areas derived from example responses shown in A and B. The color spectrum indicates Bll where values below and above 100% are suppressed and facilitated, respectively, relative to the sum of
monaural responses at the corresponding SPL. The thin solid white line and thick dashed white line indicate midline and contralateral response threshold, respectively. ¢SRAF, Caudal suprarhinal

auditory field; rSRAF, rostral suprarhinal auditory field.

Schnupp et al., 2001; Stecker et al., 2005b; Campbell et al., 2006b;
Popescu and Polley, 2010). Here we queried whether similar
trends are observed in ventral cortices outside of Al. To quantify
the ABL and ILD tuning at each recording site, corresponding
rate-level curves were fit to linear, Gaussian, and sigmoid func-
tions (see Materials and Methods). For representative Al and
VAF units, the spike rate increased with ILD, and best ILDs (open
circles) were >30 dB (Fig. 3A1,A2). For the VAF unit, the spike
rate dropped by a small percent when ILD was higher than best
ILD (Fig. 3A2). The example A1 and VAF sites had broad mono-
tonic and narrow nonmonotonically tuned responses to ABL,
respectively (Fig. 3B1,B2), confirming reports of distinct ABL
sensitivities for these two regions (Polley et al., 2007; Higgins et
al., 2008). The example caudal SRAF response was nonmono-
tonically tuned in ILD and ABL dimensions that were best fit with
the double sigmoid and Gaussian functions, respectively (Fig.
3A3,B3). The first example rostral SRAF unit response was tuned
in ILD but not ABL (Fig. 3A4,B4), and the second was mono-
tonically saturated with a high level in both dimensions (Fig.
3A5,B5). These five examples confirm previous reports of
coarse tuning in Al and demonstrate relatively narrow tuning
to ABL and horizontal spatial cues in two additional ventral
cortical regions.

Monaural and binaural responses and corresponding binau-
ral interactions in rat auditory cortex were similar in many re-
spects to those described previously in other mammals.
Historically, the standard classification scheme used to character-

ize monaural and binaural response types was developed to de-
scribe subcortical neurons of the dog. This scheme labels spike
rate response as excitatory (E), inhibitory (I), or null (O) for
contralateral and ipsilateral ear in the first two consecutive fields
and binaural interaction type as facilitative, suppressive, or null
(occlusion) in the third field (Goldberg and Brown, 1969; Zhang
et al., 2004). Four example ILD response areas from the present
study were categorized according to such a scheme in Figure 4.
The first example unit, was less excited by high binaural sound
levels (SPL, >20; cyan/blue pixels) than by low monaural con-
tralateral or ipsilateral sound levels (SPL, 20; red voxels) and
would be classified as an EE/S type, where S indicates a suppres-
sive binaural interaction for ipsilateral ILD cues (Fig. 4A1,A2).
The second unit had E and O responses to monaural sound in the
contralateral and ipsilateral ears, respectively (Fig. 4 B1,B2). This
unit was binaurally suppressed (S) when sound was louder in the
ipsilateral ear; hence, it would be an EO/S according to this
scheme (Zhang et al., 2004); however, this response type also has
been called EI (Goldberg and Brown, 1969; Middlebrooks et al.,
1980). According to this scheme, a true monaural response would
have excitation with one monaural condition, null with the other,
and no binaural interaction (EO/O type). In the present study,
many responses came close to fitting the monaural profile (Fig.
4C), but all generally had some degree of binaural suppression for
ipsilateral ILDs, making them EO/S. Exemplar responses illus-
trate how cells in SRAF were alternately suppressed, facilitated,
and suppressed by ipsilateral, midline, and contralateral ILDs,
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Figure 3.  Fits of rate-level functions and corresponding binaural index curves. AT-A5, Mean ILD spike rate (SEM error bars) and significant best fits (gray function) for same cortical
site examples shown in Figure 2. The preferred horizontal position was estimated as the maximum of the rate ILD function or best ILD (black circle). Half-width at 75% of the maximum
spike rate was a metric of response tuning for ILDs ipsilateral to best ILD (black perpendicular lines indicate intersections used to compute half-width). B1-B5, Mean ABL spike rate and
significant fits (same conventions as in A). Black circles indicate best ABL. (71—C5, Curves from corresponding Bl response areas shown in Figure 2. The black circle indicates best ILD
computed from functions shown in 4, Light and dark shading represents binaural facilitation and suppression, respectively. cSRAF, Caudal suprarhinal auditory field; rSRAF, rostral
suprarhinal auditory field.
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Figure4. Examples of traditional binaural response profiles observed in rat auditory cortex. A, EE/S unitis monaurally excited at low sound levels and displays no increased response to binaural.
Bllis very low because of high monaural response relative to binaural combinations. B, EO/S unit is excited by contralateral stimulation and has a null response to ipsilateral stimulus with suppressed
binauralinteraction observed in the BII-ILD curve. €, E0/0 (S) unit excited by contralateral stimulation and with moderately suppressed Bll for ipsilateral ILDs. D, EE/F or predominantly binaural (PB)
unit responds preferentially to matched contralateral—ipsilateral SPL combinations. The BII—ILD curve is characterized by significant facilitation around the midline and significant ipsilateral and
contralateral suppression. Error bars are removed for illustrative purposes.
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Figure 5.  Best ILD and ipsilateral half-widths were smallest in VAF and cSRAF. A1, A2,

Continuous distributions of estimated best ILDs for units from each cortical field. Arrows indi-
cate the median (***p << 0.001). B7, B2, Best ILD correlates significantly with the half-width in
all regions ( p << 0.001). Circles indicate example units in Figure 2. €1, €2, Bars represent the
median and SEM (***p < 0.001) |, Ipsilateral; C, contralateral; max, maximum; cSRAF, caudal
suprarhinal auditory field; rSRAF, rostral suprarhinal auditory field.

respectively (Figs. 2C3, 4D). According to the classic scheme,
these would be EE/F-type responses, and according to other
schemes, these would be “primarily binaural” or “two-way-
intensity” tuned (Semple and Kitzes, 1993b; Pollak et al., 2002;
Zhang et al., 2004; Razak and Fuzessery, 2010). These historically
useful categorization schemes do not adequately categorize vari-
ation in binaural interactions as a function of ipsilateral versus
contralateral ILD conditions prevalent in cortical regions outside
of Al.

Subcortically, horizontal spatial receptive field size increases
with eccentricity of maximal response or receptive field center
(Middlebrooks and Knudsen, 1984; Rowland et al., 2007). To
examine this relationship in cortex, we computed best ILD and
ILD half-width from the significant fits of corresponding rate-
level curves (Fig. 3A). The distributions of best ILDs were over-
lapping but significantly different for neighboring cortical fields
(Fig. 5A1,A2) (rank-sum test, p << 0.001). For all cortical regions
examined, half-widths were continuously and positively corre-
lated to best ILD (Fig. 5B1,B2) (Al, r = 0.58; VAF, r = 0.73;
caudal SRAF, r = 0.63; rostral SRAF, r = 0.75; p < 0.001 for all
regions). The median best ILD was smaller in VAF and caudal
SRAF than in Al and rostral SRAF (one-way ANOVA; F5 4,y =
17.15; p < 0.001, post hoc rank-sum, p < 0.001), indicating a bias
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Figure 6.  Spike rate reductions with contralateral ILDs were largest in VAF and ¢SRAF. The

percentage drop from the peak of spike rate function was computed as a metric of response
tuning for ILDs contralateral to best ILD. A7, Example rate-level function llustrating a 50% drop
in spike rate after the peak. A2, Median spike rate drop in each region (***p < 0.001). B1, B2,
Continuous distributions of contralateral spike rate drop for units from each cortical field. Ar-
rows indicate the median. 7, €2, Best ILD correlates significantly ( p << 0.001) with spike rate
reduction after peak in all regions. Circles indicate example units in Figure 2. ¢(SRAF, Caudal
suprarhinal auditory field; rSRAF, rostral suprarhinal auditory field.

for midline best ILDs in VAF and caudal SRAF (Fig. 5CI). Like-
wise, the median half-width was smaller in VAF and caudal SRAF
than Al and rostral SRAF (one-way ANOVA; F5 4,y = 12.19;
P <0.001, post hoc rank-sum comparisons, p < 0.001), indicating
narrow tuning to ipsilateral ILD cues (Fig. 5C2). Hence, cortical
sites with best ILDs near zero had the smallest half-widths. This
quantitative analysis found VAF and caudal SRAF were maxi-
mally sensitive to midline horizontal position cues and more nar-
rowly tuned to ipsilateral ILD cues than their counterparts in A1
or rostral SRAF.

A metric for tuning to contralateral horizontal position cues is
the percentage drop in spike rate for ILD greater than best ILD.
An example rate ILD level curve, illustrates a 50% drop in spike
rate for ILDs greater than the best ILD (Fig. 6AI). This drop in
spike rate effectively tuned the response to a narrow range of
contralateral horizontal position cues around the midline. Tuned
responses like this were more common in VAF and caudal SRAF,
and the corresponding median spike rate drop was greater for
VAF and caudal SRAF than for Al and rostral SRAF (Fig. 6A2)
(one-way ANOVA; F5 41y = 14.22; p < 0.001, post hoc rank-sum
comparisons, p < 0.001 for Al vs VAF, Al vs caudal SRAF, VAF
vs rostral SRAF, caudal SRAF vs rostral SRAF). VAF and caudal
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SRAF had contralateral spike rate drops >20% in 47 and 38% of
units, respectively, whereas Al and rostral SRAF sites had drops
of that magnitude in just 23 and 20% of units, respectively (Fig.
6B1,B2). For all cortical regions examined, the percentage drop
in spike rate was continuously and inversely correlated to best
ILD (Fig. 6C1,C2) (Al,r = —0.76; VAF, r = —0.74; caudal SRAF,
r = —0.62; rostral SRAF, r = —0.78; p < 0.001 in all regions).
Hence, cortical sites with best ILDs near zero had the largest
percentage drop in rate indicating a more narrowly tuned re-
sponse to contralateral hemifield cues.

The degree of binaural facilitation was highest in the ven-
tral cortical field, SRAF. To compare binaural facilitation
across cortical regions, the maximal facilitation and its corre-
sponding ILD value were estimated for each site from the
binaural interaction curve (Fig. 3CI-C5). Binaural facilitation
was larger in rostral SRAF than any other region (Fig. 7A)
[one-way ANOVA; F; 49,y = 6.53; p < 0.001 across region, with
post hoc rank-sum comparisons showing significant differences
between Al and VAF vs rostral SRAF (p < 0.01; Bonferroni
correction; a = 0.0125]. Maximum binaural interaction (i.e.,
facilitation) was highest for midline ILDs in SRAF (Fig. 7B, C2)
(one-way ANOVA; F3 4,0y = 4.64; p < 0.01) and more distrib-
uted over a range of ILDs in Al and VAF (Fig. 7B, CI). Post hoc
comparison of individual regions shows rostral SRAF has signif-
icantly more midline facilitation than Al and VAF (rank-sum
comparisons, & = 0.0125). Caudal SRAF also trended toward
more midline facilitation than Al and VAF but did not meet the
adjusted « level. Binaural facilitation was observed (Fig. 3C) and
inversely related to best ILD in Al, VAF (data not shown), and
rostral SRAF; however, the slope of this relationship was greatest
for rostral SRAF (Fig. 8AI). This relationship was similar for
maximum BII that occurred throughout the response area (Fig.
8AI) (r = —0.41; p < 0.001) or for the limited area above re-
sponse threshold for sound in the contralateral ear (Fig. 8 A2)
(r = —0.40; p < 0.001). Regional differences in binaural facil-
itation were also evident in the population curves (Fig.
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Figure8. Binauralinteractions highest for near-midline ILDs in caudal and rostral SRAF. A7,

A2, Best ILD and maximum BIl were above 100% in both caudal (cSRAF) and rostral (rSRAF)
SRAF and were inversely related in rostral SRAF. The maximum BIl was measured from unit BlI
curves generated with all sound levels in the ILD response area (A7) (see Fig. 3C7—(5) or with
levels below contralateral ear threshold removed (A2). B1, B2, Population BII ILD curves illus-
trate the high-percent facilitation for near-midline ILDs in caudal and rostral SRAF and the lack
of significant facilitation in AT and VAF. Population Bl curves averaged across ABL dimension of
the Bll response areas (B7) or with levels below contralateral ear threshold removed (B2). Light
and dark shading indicates binaural facilitation and suppression, respectively. Error bars repre-
sent SEM (*p << 0.025; **p << 0.01; ***p < 0.001). |, Ipsilateral; C, contralateral.

8BI1,B2) (mixed-design ANOVA; F, ;) = 14.79; p < 0.001
between regions) even when all samples below contralateral
threshold are removed (Fig. 8B2) (repeated-measures
ANOVA; F(; 1y = 10.02; p < 0.001 between regions). SRAF but
not Al and VAF population curves had high-percent (BII,
>120%) binaural facilitation at midline ILDs (ILD, <20 dB).

Discussion

This study addresses the question of whether ventral auditory
cortices systematically represent or encode sound position cues.
Binaural ILD sensitivities were measured as these are directly
related to horizontal sound position sensitivity (Wenstrup et al.,
1988; Campbell et al., 2006a,b). Best ILDs were highest in A1 and
rostral SRAF, indicating sensitivity to more contralateral hori-
zontal sound positions. The border between VAF and caudal
SRAF was marked by a mirror reversal in BF gradient, yet both
regions responded optimally to midline horizontal positions
cues. This suggests that ILD sensitivities are organized into a
meta-gradient distinct from the BF gradient (Polley et al., 2007).
Response tuning to ILD was inversely related to best ILD, and the
highest degrees of ILD tuning were observed in VAF and caudal
SRAF. Although binaural facilitation was observed at individ-
ual sites throughout all regions examined, this response pro-
file was most prevalent in caudal and rostral SRAF. We
conclude that sound localization cues are a key organization
feature in Al and ventral auditory cortices, and the high de-
gree of binaural facilitation in SRAF distinguishes this ventral
region from neighboring VAF.

One of the interesting large-scale organizational features ap-
parent from this study is that ILD tuning does not abide by the BF
gradients that define each cortical field. BF tuning in caudal SRAF
is similar to and contiguous with that of rostral SRAF, but its ILD
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tuning is contiguous with and similar to
VAEF. This suggests that caudal SRAF and
VAF form a “superfield” that does not
abide conventionally defined cortical re-
gion boundaries such as mirror reversals
in the BF gradient. This same regional or-
ganization with respect to ABL intensity
cues was described in a previous paper as a
meta-gradient (Polley et al., 2007). Stud-
ies that only characterize one field at a
time fail to appreciate the existence of re-
sponse properties that are spatially
mapped as meta-gradients that can extend
across conventional cochleotopic bound-
aries. Horizontal sound position sensitiv-
ity varies from midline to contralateral
eccentricities in a topographic pattern
that appears to extend across regional
boundaries in ferret cortex [Bizley et al.
(2009), their Fig. 3]. Thus, superfield and
meta-gradient organization may be a uni-
versal property of auditory cortex organi-
zation in mammals.

Binaural ILD response sensitivities in Al and ventral auditory
cortices could create a spike rate code for directing attention
toward auditory objects. Each time a mammal directs its gaze or
head toward a sound in the scene, it creates a spatial framework
relative to the body midline (Fig. 9A). Because of reflection of
sound off the head and pinnae, sounds located to the left of the
sensory field midline are louder in the left versus right ear (Fig.
9B, green vs black line). For a given sound position, ILD cues may
be computed for one sound frequency (Fig. 9B, 20 kHz dotted
line), but they exist over a range of sound frequencies as illus-
trated for exemplar transfer functions recorded from a rat when
noise was played from a speaker positioned 22.5° to the left of
midline (Fig. 9B). All ILD responses characterized here were fit
with one of three functions (see Materials and Methods), and best
ILD was estimated as the maximum of the significant fit. Near
midline, best ILDs were most prevalent in VAF and caudal SRAF
where responses were also more sharply tuned because of marked
spike rate drop with increased ILD in the contralateral hemifield
(Fig. 9C, cSRAF). Consequently, most sites in VAF and caudal
SRAF were best fit with a peaked sigmoid function (Fig. 9C, cS-
RAF functions). In contrast, most sites in Al and rostral SRAF
were not peaked (Fig. 9C, rSRAF functions). A systematic shift in
ILD tuning from caudal to rostral SRAF and from VAF to Al
allowed for a full range of best ILDs and corresponding ILD tun-
ing (Fig. 9C). In theory, this distributed best ILD or maximal
spike rate response to ILD could encode sound position in the
sensory hemifield side opposite (contralateral) to a given cerebral
hemisphere (Fig. 9A) as proposed previously (Bala et al., 2007).
This suggests that neighboring cortical sites could compete to
“capture” the most spike rate and possibly direct the animal’s
orientation or attention toward the position of auditory objects.
Although we have not examined discrimination limits here, sites
with broad ILD responses in Al and rostral SRAF would likely re-
quire additional processing such as opponent vector summation to
accurately predict sound localization behavior as suggested previ-
ously (Stecker et al., 2005b). The high degree of spike rate facilitation
observed in the present study for midline ILDs in SRAF may indicate
yet another mechanism for optimizing a spike rate code for sound
position.

Figure9.
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Recording, playing, and encoding binaural sound level horizontal position cues. 4, Spatial schematic for recording ILD
cues and neural sensitivities to horizontal position change in cortex of right cerebral hemisphere. Speaker icons represent position
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25 kHz, respectively. The dotted line indicates ILD at 20 kHz. C, Best fits of ILD versus spike rate response curves for a subset of sites
in this study. Responses to noise ILD are narrow and broad in caudal (cSRAF) and rostral (rSRAF) SRAF, respectively. Horizontal
positions estimates are based on previous studies (Koka et al., 2008).

Auditory cortical ILD responses are organized according to a
size-eccentricity relationship similar to that observed in other
sensory modalities. Two metrics for ILD tuning, half-width and
drop in spike rate, changed with best ILD, allowing for better
resolution of the horizontal position cue near the midline. Spatial
receptive fields are also more finely tuned for midline position-
sensitive sites in cat PAF (Stecker et al., 2005b) and superior
colliculus (Middlebrooks and Knudsen, 1984; Rowland et al.,
2007). This may be a general feature of sensory spatial represen-
tations, as visual spatial receptive field tuning is also inversely
related to horizontal eccentricity in primary and parietal belt
visual cortices (Albright, 1984). In addition, binaural facilitation
was highest for midline positions (i.e., ILD <20 dB) and was
inversely related to best ILD in rostral SRAF (Fig. 8). Facilitation
was not an exclusive property of sites with midline best ILDs;
however, it was most pronounced for midline ILDs (Figs. 7, 8 B).
Rostral SRAF had a full range of best ILDs, and facilitation
boosted the spike rate for those sites with midline best ILDs (Fig.
8A, green filled circles and regression line). In contrast, most
caudal SRAF sites were tuned to midline ILD cues and had a
significant degree of facilitation; consequently, facilitation did
not change significantly with best ILD in this region (Fig. 8A,
black filled circles). A similarly high degree of binocular facilita-
tion has been observed at cortical sites responding maximally to
visual field midline that are located at the border between primary
and secondary visual cortex (i.e., area 17/18 border) (Gardner and
Cynader, 1987). Thus, bilateral sensory facilitation plays a unique
role in shaping narrowly tuned midline spatial cue sensitivity in both
visual and auditory cortices.

According to dual stream hypotheses, mammalian cortices are
specialized to discriminate distinct features including sound
identity versus localization cues (Rauschecker and Tian, 2000
Romanski, 2004). Such models are supported by neural and
behavioral data that compare PAF and AAF and find they special-
ize to process a sound’s horizontal position and spectral-tempo-
ral sequence, respectively (Harrington et al., 2008; Lomber and
Malhotra, 2008). Indeed, there is considerable evidence that au-
ditory cortices and corresponding pathway inputs are specialized
behaviorally, physiologically, and anatomically (Kaas and Hack-
ett, 2000; Winer et al., 2001; Doron et al., 2002; Wallace et al.,
2004; Ghazanfar and Schroeder, 2006; Polley et al., 2006, 2007,
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2010; Bendor and Wang, 2008; Bizley and King, 2009; Storace et
al., 2010a,b). However, a major shortcoming of current organi-
zation schemes is their failure to account for systematic organi-
zation of sound localization cue sensitivity in multiple core, belt,
and parabelt auditory cortices. The present study joins several
others in calling for a modified functional rubric where position
cue sensitivity is a critical and ubiquitous organizational feature
across multiple auditory cortices (Stecker and Middlebrooks,
2003; Harrington et al., 2008; Bizley et al., 2009; Recanzone and
Cohen, 2010), similar in many respects to organization of the
visual cortices (Levy et al., 2001; Hasson et al., 2002).
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