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Cellular/Molecular

Phase Response Curve Analysis of a Full Morphological
Globus Pallidus Neuron Model Reveals Distinct Perisomatic
and Dendritic Modes of Synaptic Integration

Nathan W. Schultheiss, Jeremy R. Edgerton, and Dieter Jaeger
Department of Biology, Emory University, Atlanta, Georgia 30322

Synchronization of globus pallidus (GP) neurons and cortically entrained oscillations between GP and other basal ganglia nuclei are key
features of the pathophysiology of Parkinson’s disease. Phase response curves (PRCs), which tabulate the effects of phasic inputs within
aneuron’s spike cycle on output spike timing, are efficient tools for predicting the emergence of synchronization in neuronal networks
and entrainment to periodic input. In this study we apply physiologically realistic synaptic conductance inputs to a full morphological GP
neuron model to determine the phase response properties of the soma and different regions of the dendritic tree. We find that perisomatic
excitatory inputs delivered throughout the interspike interval advance the phase of the spontaneous spike cycle yielding a type I PRC. In
contrast, we demonstrate that distal dendritic excitatory inputs can either delay or advance the next spike depending on whether they
occur early or late in the spike cycle. We find this latter pattern of responses, summarized by a biphasic (type II) PRC, was a consequence
of dendritic activation of the small conductance calcium-activated potassium current, SK. We also evaluate the spike-frequency depen-
dence of somatic and dendritic PRC shapes, and we demonstrate the robustness of our results to variations of conductance densities,
distributions, and kinetic parameters. We conclude that the distal dendrite of GP neurons embodies a distinct dynamical subsystem that
could promote synchronization of pallidal networks to excitatory inputs. These results highlight the need to consider different effects of
perisomatic and dendritic inputs in the control of network behavior.

Introduction
The emergence of synchronous activity in neuronal networks can
result from changes in the synaptic response function of compo-
nent neurons described by the phase response curve (PRC). The
PRC is constructed by plotting spike time shifts caused by inputs
at different times within the spike cycle. Type I PRCs for excita-
tory (inhibitory) stimuli are composed predominantly of positive
(negative) values indicating that inputs throughout the spike cy-
cle advance (delay) the next spike. In contrast, type II PRCs con-
tain both positive and negative regions indicating that excitatory
inputs can either advance or, paradoxically, delay the next spike
depending on input phase. Type II PRCs have been related exten-
sively in vitro and in silico to synchronization of connected neu-
ronal networks with particular architectures (Hansel et al., 1995;
Ermentrout, 1996; Crook et al., 1998a,b; Ermentrout et al., 2001;
Netoff et al., 2005a,b; Goldberg et al., 2007; Achuthan and
Canavier, 2009; Bogaard et al., 2009) and of uncoupled neurons
receiving correlated inputs (Galan et al., 2007b; Marella and
Ermentrout, 2008; Abouzeid and Ermentrout, 2009).

Recent experimental and theoretical studies have demon-
strated that passive dendritic filtering of inputs and the contribu-
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tions of active membrane currents are critically involved in
shaping the PRC and therefore network dynamics (Crook et al.,
1998a,b; Gutkin et al., 2005; Goldberg et al., 2007; Stiefel et al.,
2008, 2009). Sensitivity of the PRC to neuromodulation may
underlie switching between different network functional states
(Stiefel et al., 2008, 2009), and chronic alterations of functional
network connectivity or removal of modulation are related by
their effects on phase response properties to pathological net-
work synchronization characteristic of epilepsy (Netoff et al.,
2004; White and Netoff, 2008), which may similarly apply to
Parkinson’s disease (PD).

Synchronized oscillations and bursting in basal ganglia (BG)
structures are key features of the pathophysiology of PD, and
several physiological studies (Plenz and Kitai, 1999; Magill et al.,
2000, 2001; Loucif et al., 2005) and network simulations (Terman
et al., 2002) suggest that the globus pallidus (GP)-subthalamic
nucleus (STN) feedback loop within the BG can promote os-
cillatory pattern generation (Bevan et al., 2002). Furthermore,
recent evidence indicates an orchestrating role for GP in the
B-frequency synchronization of BG activity in PD (Mallet et al.,
2008). To elucidate how cellular properties of GP neurons may be
involved in the emergence of synchronous states, it is important
to examine what conditions can support biphasic PRCs. We used
a well characterized, full morphological GP neuron model
(Giinay et al., 2008) to determine how PRCs of these neurons
may depend on input characteristics and intrinsic cellular mech-
anisms. Using a model analysis allowed us to fully trace the
parameter dependence of PRC shape and circumvented the ex-
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perimental problems underlying accurate
PRC estimation due to intrinsic spike cy-
cle variability, which is prominent in GP
(Deister and Wilson, 2008). We found
that perisomatic PRCs in GP model neu-
rons were type I, whereas distal dendritic
excitatory inputs yielded type I PRCs due
to local activation of the small conduc-
tance calcium-activated potassium cur-
rent (SK) at the site of stimulation. The
influence of this dendritic SK mechanism
on spike timing is likely to promote GP
synchronization and entrainment to oscilla-
tory STN inputs that are prominent in PD.

Materials and Methods

Simulations were run on Emory University High
Performance Compute Clusters (Sun Microsys-
tems) using the GENESIS simulation platform
(www.genesis-sim.org/GENESIS). Approxi-
mately 1.5 min of processor time was required to
simulate one second of data with 20 us time steps
using the full 585-compartment GP neuron
model. Custom routines were written using
Matlab (The MathWorks) for the analysis of volt-
age, current, conductance, and spike time data.
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matodendritic morphology contained a spherical
soma and 511 dendritic compartments (Fig. 1 A),
each no more than 0.02 A in electrotonic length.
Matching of the model to experimental voltage
responses was achieved by setting passive bio-
physical parameters as follows: specific mem-
brane capacitance (C,, = 0.024 F/m?), specific
membrane resistivity (R, = 1.47 m?), and spe-
cific axial resistivity (R, = 1.74 Qm). To allow
axonal spike initiation and realistic axonal cur-
rent sources and sinks, a standard axon consisting of a highly excitable axon
initial segment and nodes of Ranvier separated by myelinated internode
segments, was adapted from Shen et al. (1999) and attached to the soma.
Active conductances. Based on experimental evidence of their presence
in GP neurons, one calcium-activated conductance and eight voltage-
gated membrane conductances were added to the soma and dendrite of
the passive model. Because distinct electrophysiological cell types are not
apparent in GP when examined with rigorous statistical tests (Giinay et
al., 2008), we made a single active model resembling the mean behavior
of recorded GP neurons. The voltage-gated conductances were modeled
using standard Hodgkin-Huxley equations and included the following
channel types: fast-transient and persistent sodium currents, NaF and
NaP (Magistretti and Alonso, 1999, 2002; Magistretti et al., 1999; Raman
and Bean, 2001; Khaliq et al., 2003; Hanson et al., 2004; Mercer et al.,
2007); fast and slow delayed-rectifier (Ky,) potassium currents, K3 and
K2 (Baranauskas et al., 1999, 2003); A-type potassium current, which
we modeled as two channel populations to accurately match fast and slow

neous action potential of GP,

base*

A, Neurolucida (MicroBrightField) reconstruction of the GP neuron morphology used for all versions of the GP model. Somatic ($)
and proximal, mid, and distal dendritic stimulus locations for PRC analysis are indicated by oval labels. B, Matching of model spike
shapes to physiological recordings. The model spike trace (solid line) matched the average recorded spontaneous spike trace
(dashed line) well within the biological variability (gray lines) for of spike onset, spike height, and spike width, and AHPs. Average
spikes from 50 recorded neurons (gray lines) are anchored to the population mean voltage 5 ms before spike peaks (black
arrowhead) to illustrate the variability of AHPs across neurons. €, Somatic voltage- and calcium-gated currents during a sponta-
Note that the NaF current peak is curtailed by the x-axis to better distinguish the other current
traces. H-current is not shown because it had minimal activation. D, Frequency-current (FI) curves for the base model compared
with the average experimentally measured Fl curve.

components of the inactivation kinetics, K,4F and K4S (Tkatch et al.,
2000); M-type potassium current, KCNQ (Gamper et al., 2003; Prole and
Marrion, 2004); hyperpolarization-activated mixed cation current, or
h-current, which we also modeled as two channel populations, HCN1
and HCN2 (Wang et al., 2002; Chan et al., 2004); and a high-voltage-
activated calcium current (Cayyy,) representing a mixture of L-, N-,
and P/Q-type currents. The calcium dependence of SK (Hirschberg et
al., 1998, 1999; Xia et al., 1998; Keen et al., 1999) was modeled using
the Hill equation. Table 1 in the online supplemental materials lists
the activation and inactivation parameters for the conductances im-
plemented in GPy,., and supplemental Figure 1 (available at www.
jneurosci.org as supplemental material) illustrates the steady-state
voltage or calcium dependencies of activation and inactivation gates
for each channel type.

Conductance distributions and density tuning. Each conductance was
distributed uniformly throughout the dendrite with the exception of
Cayyya Whose density was greater in thinner dendritic compartments
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(Hanson and Smith, 2002). Since dendritic diameter tapered further
from the soma, the highest densities of Ca;y,, occurred at distal regions
of dendritic branches.

During the original tuning process, somatic and dendritic conduc-
tance densities were determined using a semiautomated process compar-
ing model behaviors with physiological recordings, and a thorough
exploration of parameter space was performed (Giinay et al., 2008). For
this study, we updated the model to incorporate recent data describing
ion channel kinetics in GP (Mercer et al., 2007) and used conductance
densities within the previously explored parameter space that provided a
good match with physiological current-clamp data (see supplemental
Tables 1 and 2 for final parameters). The resultant base model, GPy,.,
exhibited a spontaneous spike waveform closely matching the average
spike from 50 recorded GP neurons (Fig. 1B) and fell well within the
limits of physiological variability for spontaneous spike frequency (sup-
plemental Fig. 3A, available at www.jneurosci.org as supplemental ma-
terial), the somatic FI curve (Fig. 1 D), spike frequency adaptation (SFA)
and spike height attenuation (SHA) during positive current steps, voltage
“sag” (a consequence of h-current activation) during negative current
steps, and latency to the first spike following the offset of negative current
steps (supplemental Fig. 2, available at www.jneurosci.org as supplemen-
tal material). The K2 and K,,3 conductances, in the model as in GP
neurons, were the primary contributors to the delayed rectifier current
(Baranauskas et al., 1999), and the peak amplitudes of the respective
currents were similar (Fig. 1C). The conductance density and somato-
dendritic distribution of SK were the primary determinants of the depth
of the mAHP, and together with NaP and KCNQ, contributed signifi-
cantly to the spontaneous spike frequency (supplemental Fig. 3A, avail-
able at www.jneurosci.org as supplemental material). Interestingly, the
slope of the somatic FI curve was also influenced by the density and
distribution of SK conductance (supplemental Fig. 3B, available at www.
jneurosci.org as supplemental material). To determine the robustness of
our PRC findings with this model, we varied key conductance parameters
through a large range deviating from the base model (see Results). These
manipulations also serve as explorations of potential heterogeneity
among pallidal networks and of possible effects of altered modulation of
GP neurons. The full GENESIS model used in this study is available for
download from ModelDB (http://senselab.med.yale.edu/ModelDB/).

Simulation protocols

PRC stimulation protocol. In 72 separate simulations, inputs were deliv-
ered at each of 72 evenly distributed time points within the first interspike
interval (ISI) of the control spike train. The onset of the earliest input was
timed to be coincident with the somatic spike delineating the start of the
spike cycle. Spike times were recorded using the GENESIS spikehistory
element which provided precision of 1 X 10 ¢, and input-evoked shifts
in spike timing were calculated relative to the spike terminating the first
control spike cycle. PRCs were plotted as spike advances (in units nor-
malized to the period of the control ISI) as a function of input phase, such
that positive values reflected advancements of the spike cycle. Separate
PRCs were constructed for somatic stimulation and for stimulation of 7
dendritic sites each composed of 25 contiguous compartments. The den-
dritic sites of stimulation were distributed across the three major
branches of the dendrite (Fig. 1 A) such that the first and second dendritic
branches each had proximal and distal stimulation sites (D1pg, and
D2pep), while the longer third branch had proximal, mid, and distal
stimulation sites (D3p s ¢p). To conduct PRC analyses during steady-
state behavior, we let the spontaneous activity of the model settle for a 10 s
period and used the first spontaneous spike cycle after this period to apply
PRC stimulation. To avoid repeating the simulation of 10 s settling time
many times, we saved all state variables in a “snapshot” file after conducting
this simulation once, and used it for all subsequent simulations.

Inputs to the model. Stimuli were either 3 ms square-wave current
injections or dual exponential conductance injections representing exci-
tatory AMPAergic (1 ms rise time, 3 ms decay time, E,;p, = 0 mV) or
inhibitory GABA, (1 ms rise time, 12 ms decay time, E; 5 = —80 mV)
synaptic inputs. Input strength was manipulated by varying current in-
jection amplitude or the synaptic peak conductance. Current injections
or synaptic conductance inputs to dendritic regions were divided evenly
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among the 25 component compartments such that each received 4% of
the total reported current or conductance.

Faster-spiking and higher-order PRCs. Since GP neurons in vivo spike at
~30 Hz, we drove the GP model faster than the spontaneous spike fre-
quency by applying tonic inward current to the soma. To test how in-
creasing spike frequency affects the PRC, we derived somatic and
dendritic PRCs using 2 nS AMPA inputs while the model spiked at spe-
cific rates between 10 and 60 Hz. Applied current strengths necessary to
achieve the desired spike frequencies (+0.5 Hz) were determined by
precise interpolation from the FI curve.

Synaptic inputs to the model, particularly the dendrite, evoked mem-
brane currents that contributed to shifts in spike timing. In many cases
the time courses of these evoked currents were not limited to the ongoing
ISI, however, so it was necessary to consider multiple spike cycles to
capture to full effect of an input. Effects of inputs on the timing of the
second, third, and fourth subsequent spikes were calculated to give the
F2, F3, and F4 PRCs, respectively. By convention (Preyer and Butera,
2005), these higher-order PRCs were plotted to the left of the primary
PRC (F1). The “permanent” PRC reflects the ultimate advancement or
delay of spiking measured after several spike cycles (Prinz et al., 2003a).
The permanent PRCs depicted in this report were calculated by summing
single-cycle PRCs F1 through F5.

Categorization of PRCs as type I or type II. The distinction between type
I and type II PRCs can be somewhat ambiguous. Type I PRCs are char-
acterized by being composed predominantly of positive values for exci-
tatory inputs. However, there may be a small negative region early in
phase corresponding to stimulus delivery during the down-stroke of an
action potential, without disqualifying the corresponding PRC as type I
(Rinzel and Ermentrout, 1998; Oprisan and Canavier, 2002). Using a
morphological model compounds this ambiguity, because back-
propagating action potentials in the dendrite are wider than somatic
spikes, and dendritic stimuli lead to a correspondingly wide negative
region in the PRC. To distinguish these effects from dendritic mecha-
nisms responsible for significant delays of spike timing, we limited cate-
gorization of PRC:s as type II to cases where delays of spike timing were
not the consequence of direct interactions between PRC stimuli and
somatic or back-propagating dendritic spikes. This was accomplished by
categorizing PRCs using a variant of the r-value convention of Tateno
and Robinson (Tateno and Robinson, 2007) as follows: The r value of a
PRC, a measure of how biphasic the PRC is, was defined for this study as
the ratio of the negative area of the PRC (absolute value) to the positive
area of the PRC (or the inverse of that ratio, whichever was smaller).
PRCs were deemed type I when the r value was <0.175, and PRCs were
deemed type II when the r value exceeded 0.175.

Membrane potential and channel current analysis. To characterize the
size and spatial decay of voltage transients in response to inputs we re-
corded membrane voltage at the soma, axon, and dendritic sites in each
simulation. Dendritic voltages were recorded from the middle and edge
compartments of each of the 7 sites of dendritic stimulation (Fig. 1A). In
addition we recorded current traces for each type of membrane conduc-
tance at the soma, axon, and the 7 dendritic sites used for stimulation.
Current traces described in this report as “somatic” reflect the sum of
currents from the soma and hillock, and recordings of currents from any
of the 7 dendritic sites reflect sums taken across the compartments com-
posing that site.

To evaluate the contributions of membrane currents to input-evoked
shifts in spike timing, we calculated “difference” or “evoked” currents by
subtracting current traces from control simulations (without stimulus)
from the corresponding stimulated traces. This subtraction isolated the
evoked component of membrane current flows.

Results

Responses to weak phasic inputs

Much of conventional PRC theory relies on the assumption that
inputs to a neuron are weak such that multiple inputs within a
spike cycle result in the linear sum of the corresponding individ-
ual phase perturbations. Within the “domain of weak coupling,”
the PRC scales linearly in amplitude as a function of input
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strength, because two inputs arriving simultaneously have exactly
twice the effect on spike timing as one input of the same strength.
Thus, for sufficiently weak inputs the normalized PRC has a static
shape called the “infinitesimal” PRC (iPRC). However, realistic
synaptic conductances can violate the assumption of weak cou-
pling causing the measured phase response curve to deviate from
the iPRC (Acker et al., 2003; Netoff et al., 2005a). To evaluate the
range of weak input strengths for which the somatic PRC scales
linearly in our GP model, we applied 3 ms square-wave somatic
current steps of varying amplitude at different phases of the spon-
taneous spike cycle and measured the resultant shifts in spike
timing. Depolarizing current pulses elicited advances of the
spontaneous spike rhythm that persisted indefinitely (Fig. 2 A, B).
For these inputs (=100 pA) there were no higher order effects of
somatic stimuli on phase, i.e., all ISIs after the stimulated spike
cycle were equal in duration to the spontaneous period (Fig. 2A).
The magnitude of phase advancement varied smoothly with in-
put phase (the PRC), showing greater sensitivity to inputs in the
last quarter of the spike cycle and relative insensitivity to inputs
arriving during the first half of the spike cycle (Fig. 2C). The
somatic PRC was type I, because it was composed purely of pos-
itive values reflecting that depolarizing inputs at any phase of the
spike cycle advanced the next spike. The positive peaks of nor-
malized somatic PRCs obtained with stronger inputs occurred
earlier in the spike cycle (Fig. 2C), indicating a deviation from
linearity and thus the mathematical domain of weak coupling
already at input amplitudes below 100 pA. Another nonlinearity
was evident when 3 ms negative current injection pulses were
applied: Within the domain of weak coupling, the iPRC obtained
using positive current pulses should be an exact mirror image of
that obtained with negative pulses. We observed that only for
very small stimuli was the spike delay caused at different input
phases equal and opposite to the spike advance caused by positive
current pulses of the same amplitude. Hyperpolarizing stimuli of
increasing amplitude yielded PRCs that scaled much more lin-
early than those obtained with depolarizing inputs of the same
amplitudes, suggesting that even small amounts of depolariza-
tion caused the activation of nonlinear response properties. This
leads to a fundamental difference in phase response properties
between inhibitory and excitatory stimuli not predicted by PRC
theory.

To delimit the domain of weak coupling for somatic inputs in
our GP model we examined the features of the PRC that were
most sensitive to input strength and used them as a means to
evaluate the convergence of PRC shape to the iPRC. The peak of
the somatic PRC occurred later in the spike cycle for weaker
depolarizing inputs (Fig. 2C) and converged to a phase of ~0.903
for inputs of 7.5 pA or less (Fig. 2G, solid black line). At this
amplitude, PRCs also became symmetrical for depolarizing and
hyperpolarizing stimuli (Fig. 2 H), again indicating that 7.5 pA
stimulus amplitude was the upper limit for linear phase response
behavior in a strict sense.

Next, we compared the effects of phasic somatic inputs on
output spike timing with inputs delivered to a distal dendritic site
(D3, Fig. 1). Because the local input resistance of small dendrites
is much higher than that of the soma, the voltage response to
current injection of equal amplitude is greater. For example a 10
PA 3 ms stimulus at 0.5 phase resulted in a 0.4 mV peak voltage
deflection in the soma, whereas the amplitude of the local voltage
deflection in the distal dendrite (D3, site) was 9.0 mV in response
to the same stimulus. Therefore, the domain of weak coupling for
dendritic stimuli was even smaller than for the soma, and diver-
gence for our two measures of linearity [peak shift (Fig. 2G) and
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peak symmetry (Fig. 2 H)] was seen for stimuli exceeding just 1
pA amplitude. The resultant distal dendritic iPRC was type I (r
value = 0.066) (Fig. 2 D, F; supplemental Fig. 4, available at www.
jneurosci.org as supplemental material), but surprisingly, inputs
delivered within a brief time-window just after a spontaneous
spike resulted in slight delays of the subsequent action potential.
These delays and the corresponding negative region early in the
PRC (Fig. 2D, inset) were increased with higher input strengths
(supplemental Fig. 4, available at www.jneurosci.org as supple-
mental material) and are analyzed in detail below.

Infinitesimal PRCs (1 pA stimuli) for the soma and 7 dendritic
stimulation sites are shown in Figure 2I. More distal inputs
yielded attenuated PRCs with peaks occurring earlier in phase as
a partial consequence of passive filtering of inputs by the dendrite
(Goldberg et al., 2007). Nonetheless, iPRCs for all regions of the
GP model were type 1, and they differed smoothly from one an-
other as a function of distance of the stimulation sites from the
soma.

Responses to larger somatic current injections and realistic
synaptic inputs

The peak conductance of a single AMPAergic synaptic event is on
the order of 250 pS to 1 nS producing a peak synaptic current of
~15-60 pA (Hernandez et al., 2006). Thus, in our GP model
currents due to the activation of even a single synapse lie outside
the domain of weak coupling that provides a basis for analytical
mathematical treatment of PRCs. To address the question of how
the input phase of physiologically realistic synaptic input affects
spike timing, we delivered stronger current injections or dual
exponential AMPA-type or GABA, conductance inputs to so-
matic and dendritic sites of the model. Like the weaker inputs
discussed above, somatic current pulses of up to 300 pA yielded
type I PRCs, and the peak of the somatic PRC occurred earlier in
the spike cycle for stronger depolarizing inputs (Fig. 3A). This
pattern reflects: (1) that maximal sensitivity to weak somatic in-
puts occurs just before a spike, and (2) the theoretical limit of
spike advancement for strong inputs (Fig. 3A, long-dashed black
line) is reached when a spike is initiated immediately with deliv-
ery of the stimulus. Stronger somatic inputs caused the PRC to
approach the limit of spike advancement over a larger range of
phase. Thus, the peak of the PRC occurred earlier within the spike
cycle and the region of the PRC just before the peak became
increasingly steep (Fig. 3A).

The phase shifts elicited by hyperpolarizing or inhibitory in-
puts are not bounded by a theoretical limit, since arbitrarily
strong inhibitory inputs can theoretically delay subsequent spik-
ing indefinitely. As a result, negative current injection delivered
just before spike initiation resulted in maximal phase delays (Fig.
3D). PRCs resulting from negative current injection scaled nearly
linearly with input strength and maintained the same qualitative
shape (Fig. 3D).

AMPAergic synaptic inputs to the soma elicited a similar pat-
tern of spike advances as did depolarizing current injections (Fig.
3A), and the spike delaying effects of somatic GABAergic inputs
were similar to those of hyperpolarizing current injections to the
soma (Fig. 3D). The only notable difference between peak-
amplitude-matched somatic PRCs obtained using synaptic in-
puts and those obtained using current injections was that the
peaks of synaptic PRCs occurred slightly earlier in the spike cycle,
both for excitation and inhibition. This effect is likely due to the
gradual onset and delayed peak of synaptic inputs compared with
the sharp onset of square-pulse current steps, thus giving rise to
responses resembling those elicited by current steps occurring
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Figure 2.  Physiologically realistic inputs to GP are outside somatic and dendritic domains of weak coupling. 4, Voltage traces
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slightly later in phase. GABAergic inputs
of 0.7 nS to 2.9 nS yielded somatic PRCs
that matched in amplitude the somatic
PRCs obtained using current injections of
—50 pA to —300 pA, whereas AMPAergic
inputs of 0.5 nS to 4.2 nS were necessary to
match the peaks of somatic PRCs for +50
PA to +300 pA current injections (Fig.
3A,D; supplemental Fig. 5A, B, available
at www.jneurosci.org as supplemental
material). Overall, we found good agree-
ment between stimuli using current step
inputs or conductance waveform inputs,
indicating that probing PRCs with brief
current steps does not limit the validity of
PRC analysis.

Type II PRCs from stronger, more
distal dendritic inputs

Globus pallidus neurons have long, thin
dendrites that create a flat disc-like field
up to 1 mm wide and oriented perpendic-
ular to striatal inputs (Park et al., 1982;
Yelnik et al., 1984; Kita and Kitai, 1994).
Nonuniform dendritic distributions of
membrane conductances (Hanson and
Smith, 2002; Hanson et al., 2004) and
higher local input resistance at thinner,
more distal dendritic segments make it

<«

PRCs with peaks occurring earlier in phase. The shape of nor-
malized somatic PRCs converges for stimuli weaker than 7.5
pA. D, Normalized PRCs derived by stimulating the distal re-
gion of dendrite 3 (D3,) with current pulses between 0.5 pA
and 10 pA (dotted black line). The shape of normalized D3,
PRCs converges for stimuli =1 pA (solid black line) with an
r-value of 0.0675 indicating that the iPRC for D3, is type I. This
can be seen most readily by examining the negative peaks of
these PRCs occurring at a phase of ~0.025 (box and inset). E,
Normalized PRCs for negative somatic current injections be-
tween —1 pA (solid black line) and —100 pA (dotted black
line). Larger negative stimuli yield PRCs with more right-
shifted peaks. Note by comparison to C, 1 pA and —1 pA so-
matic PRCs are symmetrical across zero. F, Normalized PRCs for
D3, current injections between —0.5 pAand —10 pA (dotted
black line). The shapes of these normalized D3, PRCs converge
for stimuli of or greater than — 1 pA (solid black line). This can
be seen most readily by noting the positive peaks of PRCs at a
phase of ~0.025 (box and inset). G, Domains of somatic and
D3, weak coupling illustrated by plotting the relationships be-
tween features of the PRCs and stimulus strength. For somatic
currentinjections of 7.5 pA or less, the phase at which the peak
of PRCs occurs (left y-axis) has converged. For D3, current in-
jections of 1 pA or less, the negative peak of PRCs (right y-axis)
has converged. H, Domains of somatic and D3, weak coupling
illustrated by plotting a measure of PRC asymmetry (obtained
by summing together PRCs for positive and negative current
injections of equal magnitude at all points in phase) against
stimulus strength. Excitatory somatic PRCs for stimulus
strengths 5 pA are increasingly asymmetric with inhibitory
somatic PRCs of equal strengths. Excitatory D3, PRCs for stim-
ulus strengths > 1 pA are increasingly asymmetric with inhib-
itory D3;, PRCs of equal strengths. /, Infinitesimal PRCs (1 pA
and —1 pA) for all stimulus locations are type |.
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PRCshape depends both on stimulus location and strength. 4, Somatic PRCs are always type | for square-pulse positive current injections and for simulated excitatory synaptic AMPA

conductances. Somatic PRCs have peaks that scale approximately linearly with stimulus magnitude, and larger stimuli cause more of the late-phase PRC to approach the limit of spike advancement.
B, Small excitatory synaptic inputs to the end of a shorter dendrite (D2,) yield type | PRCs, however, larger inputs to D2 yield PRCs of increasing type Il character. Both positive and negative peaks
of D2;, PRCs increase in size with stimulus strength. €, Excitatory synaptic inputs to the end of the longest dendrite (D3,) yielded type Il PRCs for all input strengths tested in this set of experiments.
D, Somatic PRCs are always type | for square-pulse negative current injections and for simulated inhibitory GABA, synaptic conductances. E, F, Distal dendritic PRCs for inhibitory synaptic input (to

D2, in E;to D3y in F) are type l.

unlikely that inputs to different sites along the length of GP den-
drites will evoke equivalent voltage transients. To test how the
strength and timing of physiologically realistic inputs to different
sites of the dendritic tree affect output spike timing, we con-
structed PRCs for seven dendritic sites using synaptic inputs of a
range of peak conductance amplitudes. In each case PRCs for
proximal dendritic inputs were qualitatively similar to somatic
PRCs (data not shown). Surprisingly, larger AMPAergic inputs to
the distal sites of the first and second dendrites and to the middle
of the longest dendrite (D1, D2, and D3,,) yielded PRCs with
increasing type II character. (PRCs for D2, are shown in Fig. 3B,
and rvalues quantifying the increase in type II character for stronger
synaptic inputs are plotted in supplemental Fig. 6 A, available at
www.jneurosci.org as supplemental material.) Whereas D2, PRCs
for excitatory inputs of 0.5 nS and 1 nS were type I (r values 0f 0.0183
and 0.0449, respectively), inputs stronger than 1 nS significantly de-
layed the next spike when delivered any time during the first half of
the spike cycle. For AMPAergic inputs of 1.5 nS to 3 nS to D2y,, the
negative regions of the corresponding type I PRCs (r values of 0.24—
0.71) were progressively deeper. Thus, paradoxically, strengthening
“excitatory” synaptic input to D2}, changed the net effect of the input
from phase-advancing to phase-delaying for a significant portion of
the spike cycle. Increasing AMPA input strength also increased the
proportion of the spike cycle for which inputs delayed the subse-
quent spike. The positive peaks of those PRCs were also increased for
stronger excitatory inputs (Fig. 3B) resulting in biphasic, type II
PRC:s of increasing amplitude.

Excitatory synaptic inputs to the distal-most site of the longest
dendrite (D3y,) yielded type I PRCs for all input strengths tested

(r values =4.75 for inputs =0.5 nS) (Fig. 3C; supplemental Fig.
6B, available at www.jneurosci.org as supplemental material),
but as was the case for D2, stronger AMPA inputs to D3, in-
creased the depth of the negative region in the PRC (Fig. 3C).
(Note that in Fig. 2D, current injections of as little as 10 pA
notably increased the type II character of the D3, PRC.) A prom-
inent step in the depth of the negative region of the D3, PRC
occurred between AMPA input strengths of 0.5 nS (Fig. 3C, red
line) and 1 nS (Fig. 3C, magenta line), but strengthening
AMPAergic synaptic inputs beyond 1 nS increased the amplitude
of the D3, PRC without qualitatively affecting its shape (Fig. 3C;
supplemental Fig. 6 B, available at www.jneurosci.org as supple-
mental material). In general, inputs that were applied at distal
dendritic sites shifted spike timing by smaller amounts than stim-
uli at more proximal sites. Comparing the D2, and D3, stimu-
lation sites, the maximal spike advance for stimuli occurring late
in phase was reduced ~10-fold, however, the spike delays re-
flected in the negative region of the PRC were of similar magni-
tude. This indicates that excitatory inputs even at very distal sites
can contribute significantly to spike delays resulting from early-
phase excitatory inputs.

GABAergic inputs to distal sites of the three major dendritic
branches, D1,,, D2, and D3y,, yielded monophasically negative,
type I PRCs for all input strengths tested (Fig. 3E, F). Thus, in-
hibitory inputs to the distal dendrite delivered at any time within
the spike cycle delayed the next spike, and there was no depen-
dence of the qualitative shape of the PRC on the strength of those
inputs. Since increasing the strength of inhibitory inputs did not
qualitatively affect PRC shape, we hypothesized that intrinsic
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The gross shape of the PRC for inputs
to D2y, can be inferred from inspection of
the local voltage trajectories relative to the
. & 25myv  control. Following the depolarizing tran-
- sients evoked by 0.5 nS AMPA input to

T D2;,, the local voltage trajectories for

stimulated trials converged back toward
the control trajectory, but remained slightly
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depolarized relative to the control until
the next spike event (Fig. 4A). Thus, 0.5
nS AMPA input at all phases of the spike
cycleresulted in spike advances (Fig. 4 A,
red traces). In contrast, following the
larger depolarization transients evoked
by 2 nS AMPA inputs to D2, the local
voltage trajectories hyperpolarized be-
low the control until the time of the next
spike (Fig. 4B). For the “late-phase”

—— e Kv4S  j;
e KV4F |

NaP §
= e NaF

stimulus, the next spike occurred almost
immediately after the depolarization
transient (Fig. 4B, red trace) corre-
sponding to an advancement of the
spike cycle. However, inputs to D2, de-
livered earlier in the spike cycle resulted
in delays of the subsequent spike (Fig.
4B, blue traces) as the local membrane
remained hyperpolarized below control

i l25pA

100
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150 0 50

Figure 4.

a second peak in /¢ (+).

membrane currents activated more strongly by stronger depolar-
izing inputs were responsible for the increasing type II character
of excitatory distal dendritic PRCs.

Strong AMPA inputs to D2D evoked outward SK current in
excess of combined inward synaptic and membrane currents
Increasing the strength of excitatory inputs to D2y, transitioned
the PRC from type I to type II in a graded manner (Fig. 3B). To
evaluate which membrane currents contributed to this transi-
tion we compared the local voltage trajectories and patterns of
locally evoked currents for weak and strong inputs to D2,
(Fig. 4). Each panel in Figure 4 shows voltage or current tran-
sients evoked by inputs at three different times within the
spike cycle. Note that the control voltage traces from D2, (Fig.
4 A, B, solid black lines) contain attenuated back-propagated
spikes of ~5 mV amplitude which delineate the spike cycle,
and red and blue dashed traces illustrate advancements or
delays of the next spike, respectively.

Different input strengths evoke different contingents of membrane currents at the distal dendrite. Shown are
stimulus-evoked voltage and current transients for 0.5 nS and 2 nS excitatory inputs to D2, 4, Voltage deflections elicited by 0.5 nS
excitatory synaptic input to D2, at phases of 0.25, 0.5, or 0.75 (red dashed lines, indicating phase advances). Importantly, these
stimuli yield a type | D2;, PRC. The unstimulated voltage trajectory at D2, (black trace) illustrates the back-attenuated voltage
oscillation driven by spontaneous axosomatic spiking. Small spike advancements are evident in the stimulated D2, voltage traces
relative to the control trace (red .), particularly for the late-phase stimulus. B, Voltage deflections elicited by 2 nS excitatory
synaptic input to D2, at phases of 0.25, 0.5, or 0.75 (dashed blue or red lines, indicating phase delays or advances, respectively).
Importantly, these stimuli yield a type Il D2, PRC. C, Difference currents (/) local to 0.5 nS D2, stimuli were calculated by the
subtraction of control current traces from stimulated current traces. The five largest difference currents are shown, and of these,
Inife-sk (green traces) is both the largest and longest lasting. Only slight differences are evident in the currents evoked by stimuli at
difference phases (here, and in D), because the control voltage trajectory at D2, is relatively flat. Note that for visual clarity,
traces in Care curtailed at the time of the next spike. D, Difference currents local to 2 nS D2,, stimuli. A fourfold increase in input
strength (compared with €) yields a much larger transient increase in /¢ ,r Which amplifies the voltage deflection (red traces)
and a 20-fold increase in peak /;¢:.o (green traces). Note that the spike advancement caused by the late-phase stimulus resultsin

traces.

Figure 4, C and D, depicts the five in-
trinsic membrane currents evoked most
strongly by distal dendritic synaptic in-
puts in the stimulated compartments. Lo-
cal voltage transients in response to 0.5 nS
and 2 nS inputs to D2, were ~5 and 25
mV, respectively (Fig. 4A, B). This supra-
linear relationship between input and re-
sponse amplitudes was primarily due to
stronger activation of inward NaF cur-
rent by the stronger stimulus (Fig. 4C,D,
red lines). The most pronounced effect,
however, of strengthening synaptic input
to the distal dendrite was the increased
local activation of the small conductance
calcium-activated potassium current, SK
(Fig. 4C,D, green lines). The peak of the
SK current evoked by the 2 nS input was 15-fold that of the 0.5 nS
input. Though the peak amplitude of the evoked SK current was
smaller than the peak evoked NaF current, the duration of SK
activation was much longer lasting, resulting in local hyperpolar-
ization and a net current sink in response to early-phase AMPA
stimulation and explaining how excitatory inputs can yield phase
delays.

100 150
(ms)

Comparison of voltage-gated and synaptic currents explains
somatic type I and dendritic type I PRCs

Whereas D2, PRCs transitioned from type I to type II for stron-
ger synaptic inputs, somatic PRCs were type I and D3, PRCs were
type II over the entire physiological range of stimulus strengths
tested. Figure 5, A—D, shows the local responses to 1 nS AMPA
inputs to the soma and D3y, allowing the comparison of voltage
and current transients between morphological sites for which
identical inputs yielded type I and type I PRCs, respectively. The
voltage trajectories elicited by somatic inputs remained depolar-
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ized relative to the control until the next
spike event (Fig. 5A). In contrast, inputs
to D3, evoked larger transients of depo-
larization (~40 mV) followed by deep hy-
perpolarizations of the local membrane
(Fig. 5B), similar to the effect of strong
AMPA inputs to D2,.

During the spontaneous spike cycle the
somatic voltage traversed a much larger
subthreshold range (~10 mV) than did
the distal dendritic voltage (<5 mV).
Consequently, the contingent of currents
evoked locally by somatic AMPA inputs
depended more strongly on the phase of
the input (Fig. 5C) than did the pattern of
currents evoked by inputs to D3,. How-
ever, the somatic membrane currents
evoked by 1 nS AMPA inputs were insig-
nificant relative to the synaptic current
(Fig. 5E), because the voltage deflection
caused by the stimulus was small. There-
fore, somatic inputs resulted in type I
PRCs, because for stimuli at all phases of
the spike cycle the inward synaptic cur-
rent overshadowed the net-outward con-
tribution of evoked membrane currents
(Fig. 5E).

Because action potentials did not
back-propagate efficiently into the distal
dendrite in our GP,,,. model, the control
voltage trajectory at D3, was relatively flat
throughout the spike cycle (Fig. 5B). Con-
sequently, the pattern of intrinsic currents
evoked by D3, inputs was relatively inde-
pendent of input phase. AMPA inputs of 1
nS to D3}, evoked intrinsic membrane
currents with a fast inward component
and a slower outward component (Fig.
5D, F), as follows: Strong, “fast” NaF cur-
rent (~30 pA) amplified the immediate
depolarization evoked by an input. In
turn, higher calcium influx through the
high-voltage-activated calcium channel
(Cayqya, the calcium source for SK in the
model) elicited greater activation of the
long-lasting, “slow” SK current (peak
>20 pA) (Fig. 5D). As depicted in Figure
5F, the net outward charge transfer by lo-
cal intrinsic membrane currents at D3,
was sufficiently large to exceed the depo-
larizing charge carried by the inward syn-
aptic current (Fig. 5F).

The type II character of distal

dendritic PRCs directly reflects

local SK conductance

The analysis of membrane currents elic-
ited locally by strong synaptic stimulation
of distal dendritic sites indicated that acti-
vation of the SK conductance by calcium
influx played a predominant role in
sculpting type II dendritic PRCs. To test
this hypothesis directly we manipulated
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Figure5. Targeting identical stimuli to different regions of the model evokes different contingents of membrane currents. Shown are

stimulus-evoked voltage and current transients for 1 nS excitatory inputs to the soma vs the most-distal region of dendrite, D3;. 4, Voltage
deflections elicited by 1 nS excitatory synaptic input delivered to the soma at phases of 0.25, 0.5, or 0.75 (dashed or solid black lines, as
indicated). Importantly, these stimuli yielded a type | somatic PRC. The unstimulated somatic voltage trajectory (gray line) covers approx-
imatelya 10mV range between the depth of the AHP and spike threshold. Asin Figure 4, spike advancementsrelative to control are evident,
particularly for the late-phase stimulus. B, Voltage deflections elicited by 1nS excitatory synapticinput to D3, at phases 0f0.25,0.5,0r0.75
(dashed or solid black lines, as indicated) are more than 10-fold larger than those elicited by equivalent somatic inputs, because D3 input
resistance is much higher. Importantly, these stimuli yield a type Il D3, PRC. Slight spike delays and advancements relative to control are
again evident (). , Difference currents local to 1 nS somatic stimuli. The pattern of evoked currents differs depending on input phase,
because the control somatic voltage trajectory is not flat. As in Figure 4, /i, traces are curtailed at the time of the next spike. D, Difference
currents local to 1nS D3;, stimuli. D3, stimuli yielded a peak /y;¢.q (green traces) that is five times greater than that elicited by identical
somatic stimuli. Minimal differences are evident in the patter of currents evoked by stimuli at difference phases, because the control
voltage trajectory at D3, is flat. £, The synaptic current of the stimulus overwhelms membrane currents evoked at the soma. The sum of all
somatic difference currents and difference leak are negligible relative to the synaptic current of a 1nS AMPA input which is ~70 pA. F, A1
nSAMPAinputto D3, yields asmaller synaptic current than the equivalent conductance input applied to the soma, because the D3 voltage
deflection is much larger, reducing the synaptic driving force. The sum of all D3, difference currents, of which NaF and SK are the major
contributors (D), is sufficiently large (and long-lasting) to rival the synaptic current.
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Figure 6.  Tandem local up- and downregulation of Ca,,,, and SK modulates the depth of the negative peak of distal dendritic

PRCs. A, SK difference currents evoked by 2 nS excitatory synaptic input to D2, in models where the densities of Cay,, and SK have
been dialed up or down in the compartments composing the D2, stimulus site. (Note that since the manipulation of conductance
densities was limited to the 25 compartments of the D2, site, the spontaneous spiking behavior of the model was unaffected.)
Traces are aligned such that stimulus onsets are at zero. B, D2, PRCs transition from type [ to type 1 as Cay,y, and SK are upregulated
local to stimulus delivery. Visually identical type | PRCs result when either Cay, or SK are eliminated from D2, (gray and dashed
black lines). The negative region of D2;, PRCs (asterisk) that remains when the Ca,,y,,/SK mechanism had been locally disabled (by
eliminating either Ca,,y, or SK) stems from compartments neighboring D2, where the mechanism was left intact and that also
experience significant voltage deflection evoked by the stimulus. C, Ca,,y, difference currents evoked by 2 nS excitatory synaptic
input to D3, in models where the densities of Ca,,y,, and SK have been dialed up or down in the compartments composing the D3,
stimulus site. Traces are aligned such that stimulus onsets are at zero. D, The negative region of D3;, PRCs is deeper for models
where Cayy, and SK has been upregulated local to stimulus delivery. Elimination of either Cay,y, or SK from D3, yields visually
identical type Il PRCs, and like the D2, case, the remaining negative regions of these PRCs (asterisk) stems from compartments
adjacent to the stimulated region where the Cay,,/SK mechanism remains intact.
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the local removal of the Cayyy 4 or SK con-
ductance, these PRCs still contained shal-
low negative regions (Fig. 6 B, asterisks) as
a consequence of SK activation in com-
partments adjacent to the stimulated
site. Activation of SK in compartments
neighboring the D3, stimulation site was
particularly strong, and D3, PRCs met
our criterion for type II categorization
even when Cayy, or SK was removed
from the site (r values of 0.78 and 0.80,
respectively) (Fig. 6 D; supplemental Fig.
6D, available at www.jneurosci.org as
supplemental material). Models with dif-
ferent distributions of SK conductance
between the soma and dendrite (supple-
mental Fig. 3, available at www.jneurosci.
org as supplemental material) also exhibited
type II distal dendritic PRCs for which the
negative region scaled in depth with the
dendritic density of SK regardless of the so-
matic SK density (supplemental Fig. 7, avail-
able at www.jneurosci.org as supplemental
material).

Spike frequency dependence of somatic
and dendritic PRCs

Whereas GP neurons in slice typically
spike spontaneously at frequencies below
15 Hz, GP neurons in vivo spike with a
mean frequency of ~30 Hz in rodents
(Ruskin et al., 1999; Urbain et al., 2000). A
change in PRC shape with increasing fir-
ing frequency has been previously de-
scribed for a simple 6-neuron model and
may shift synaptic integration from coin-
cidence detection at low rates to acting as
an integrator at high rates (Gutkin et al,,
2005). To evaluate the dependence of PRC
shape on spike frequency in our full mor-
phological GP neuron model, we drove
the model to 10-60 Hz firing frequency
with 15-371 pA tonic somatic current
injection.

During 7.9 Hz spontaneous spiking,
only the ongoing ISI was affected by 2 nS
AMPA input to the soma. At this spike
frequency, the PRC for the second interval
(F2) was therefore flat (Figs. 7A3, 8AI)
indicating the absence of higher-order ef-

the conductance densities of Ca; ;4 and SK in the distal dendrite.
Importantly, the intrinsic spiking rhythm of the model was not
disturbed, because this manipulation was limited to the 25 distal
dendritic compartments composing the stimulated site (D2, or
D3,). Local up- or downregulation of Cayyy, and SK in tandem
directly scaled the magnitude of SK current evoked at the distal
dendrite (Fig. 6 A, C) and resulted in type II distal dendritic PRCs
with deeper or shallower negative regions, respectively (Fig.
6B, D). Removal of either Cayyy, or SK from D2, eliminated the
type II character of the corresponding PRCs almost completely
resulting in visually identical type I PRCs (r values of 0.0351 and
0.0357, respectively) (Fig. 6 B; supplemental Fig. 6C, available at
www.jneurosci.org as supplemental material). However, despite

fects of synaptic excitation.

During 30 Hz spiking, however, the soma was depolarized by
5 mV on average compared with 10 Hz spiking (Fig. 7A1), and 2
nS AMPA inputs were capable of eliciting immediate spike initi-
ation at earlier phases of the spike cycle than during 10 Hz spiking
(Fig. 7A3,A4). This led to a left shift in the peak of the corre-
sponding F1 PRCs (Fig. 8 AI) for higher spike frequencies that
was gradual between 10 and 60 Hz. During 30 Hz spiking, the
activation profile of somatic currents was substantially changed.
Notably, when spiking was driven from 10 Hz to 30 Hz, the
baseline somatic SK current was elevated from ~50 pA to ~125
PA (Fig. 7A2) and stimulus elicited SK transients were addition-
ally enhanced (Fig. 7A2, asterisk). As a consequence, during faster
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Figure 7.  Spike frequency affects somatic but not distal dendritic SK activation. A, Faster spiking elevates baseline levels and augments stimulus-evoked transients of somatic SK current.

A1, When spiking was driven from 10 Hz (black trace) to 30 Hz (red trace) by increasing somatic applied current, the mean voltage at the soma (dashed black and red lines) was elevated ~5 mV.
A2, Driving faster spiking with somatic applied current elevated the baseline level of somatic SK current. Note that a 2 nS AMPA stimulus (red and black arrowheads) elicited immediate initiation of
a spike when applied to the soma during 30 Hz spiking but not when applied during 10 Hz spiking. The stimulus applied during 30 Hz spiking evoked a larger peak in SK current (red asterisk) than
is evoked by spontaneous spikes (red dashed traces). A3. During 10 Hz spiking, the somatic stimulus (black arrowhead) shortened the ISI during which it was delivered, but did not affect the
subsequent ISI. A4. During 30 Hz spiking the somatic stimulus (red arrowhead) shortened the ISI during which it was delivered. However, the subsequent ISI was longer in duration, reflecting the
larger SK current evoked by the stimulus during faster spiking. B, The time course of distal dendritic SK current flow is unaffected by spike frequency, spanning additional spike cycles during faster
spiking. B1, During 10 Hz spiking, the local depolarization transient elicited by a 2 nS AMPA input to D3, (solid black line) was ~55 mV relative to the control voltage trace (dashed black line). (Note
that theripplesin the control voltage trace which demarcate the 100 ms spike cycles reflect attenuated spikes reaching the distal dendrite.) B2, During 30 Hz spiking, the local depolarization transient
elicited bya2nS AMPAinput to D3, (solid red line) was also ~55 mV relative to the control voltage trace (dashed red line). B3, The peak and time course of the SK difference current (~30 pA) evoked
locally by AMPA inputs to D3, was not dependent on spike frequency. Difference current traces for 10 Hz (black) and 30 Hz (red) spiking overlay one another nearly perfectly.

spiking the somatic SK current activation accompanying spikes
triggered by AMPA inputs was greater than the SK current acti-
vation accompanying control spikes. Therefore, the mAHP fol-
lowing an AMPA-evoked spike was slightly deeper than the
mAHP during control spiking, and the subsequent spike cycle
was longer than the control ISI (Fig. 7A4). While spike initiation
immediately after AMPA stimulation corresponded to a large
phase advance (F1; Fig. 8 A1), a part of this advance was lost in the
second spike cycle following stimulation (F2; Fig. 8 A1), because
this second ISI was longer than the baseline ISIs (Fig. 7A4).
Therefore, at in vivo spike frequencies, an important effect of
somatic SK conductance is to resist lasting advancements of the
spiking rhythm. By lengthening the spike cycle following an
AMPA-evoked spike, somatic SK makes the effect of the input
more transient and significantly restores the original pattern of
spiking. This effect of somatic SK conductance appears in the
single-cycle somatic PRCs as a positive peak in the F1 that is
nearly symmetrically opposed by a negative peak in the F2
(Fig. 8AI).

The so-called permanent PRC (Prinz et al., 2003a) consists of
the sum of PRCs for the stimulated spike cycle and all subsequent
spike cycles that show changed ISIs compared to baseline. There-
fore, the permanent PRC reflects the lasting shift of the spike train

(measured after several spike cycles) compared with the control
oscillation. For somatic AMPA stimulation the permanent PRC
remained type I for all spike frequencies from 10 to 60 Hz (Fig.
8A2), indicating that the spike delay during the F2 period never
exceeded the original spike advance in the stimulated spike cycle.

Distal dendritic voltage and current transients elicited by
AMPA stimuli were generally unaffected by faster somatic spike
rates (Fig. 7BI-B3), e.g., the SK transient elicited by input to D3,
was identical at 10 Hz and 30 Hz firing frequencies (Fig. 7B3).
Nevertheless, the PRC for D3, stimulation showed a dramatic
shift at faster somatic spike rates, because the elicited dendritic SK
current had a fixed time course that now showed a different phase
relationship with respect to the somatic spike cycle. The PRC of
the stimulated spike cycle showed a positive peak shifted to the
left, which resulted in a type I primary PRC for spike frequencies
above 30 Hz (Fig. 8 BI). Because the waveform of AMPA-evoked
SKlasted >50 ms (Fig. 7B3), at spike frequencies above 15 Hz the
effect of SK current evoked by late-phase AMPA inputs to the
distal dendrite impinged primarily on the second spike cycle (F2)
following the stimulus. Consequently, the second ISI was pro-
longed, and the F2 PRC contained a significant negative peak for
late-phase inputs (Fig. 8 BI). In the case of D3, stimulation, the
delayed spikes in F2 and F3 intervals more than compensated any
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effects that outlast a single spike cycle. A7, When the model is driven faster (from 10 Hz to 30 Hz) by increasing applied current to
the soma, excitatory synapticinputs of 2 nSyield somatic PRCs with larger, earlier peaks and less skewness. A2, Permanent PRCs are
calculated by summing single cycle PRCs F1 through F5. At higher spike frequencies the peak of the permanent somatic PRC is
reduced, occurs earlier in phase, and is less skewed. BT, Like the somatic case, during faster spiking the positive peak of distal
dendritic (D3) PRCs, occurs earlier in phase. The negative region presentin F1 PRCs for D3, inputs delivered during slower spiking
(green arrowhead) is pushed into F2 when spiking i driven faster (blue arrowhead). B2, Permanent PRCs for D3 inputs have only
aslight positive peak for the slowest spike frequencies, and at 15 Hz or faster, the entire permanent PRCis negative. €7, Single-cycle
PRCs for inputs to D2, show an amalgam of the effects of somatic or D3, stimulation. The red and blue arrowheads correspond to
the red arrowhead in A1 and the blue arrowhead in B. €2, The permanent PRCs for D2, inputs are type Il for all spike frequencies
up to 60 Hz, and they vary smoothly as a function of spike frequency. For high spike frequencies a negative region develops for

stimuli late in phase.

spike advance occurring in the stimulated spike cycle. The corre-
sponding permanent PRC became entirely negative at spike fre-
quencies above 10 Hz, i.e., a strong AMPA stimulus at any phase
of the spike cycle ultimately resulted in a delay of the spike oscil-
lation. Therefore, our model predicts that at in vivo spike rates
strong AMPA input to the distal dendrites of GP neurons will
advance the first subsequent spike but ultimately reduce spike
frequency.

Stimulus locations at intermediate electrotonic distance from
the soma showed a combination of the effects seen at the soma
and the distal dendrite. The voltage at these locations was some-
what more depolarized during faster spiking (as at the soma), but
local SK transients evoked by AMPA inputs were still relatively
invariant across spike frequencies (as at the more-distal den-
drite). Like the D3, case, AMPA stimuli applied late in the spike
cycle led to a negative region in the PRC that moved from the F1
to the F2 ISI for increasing spike rates (Fig. 8 B1,C1, blue arrow-
heads). The lasting effects of AMPA inputs on spike timing were
similar for D2, and D3y, such that the peak of the permanent

conductances in the dendrite. However,
dendritic currents have not been recorded
experimentally because the dendritic di-
ameter is generally too thin for whole-cell
recording. Therefore dendritic conduc-
tance properties are not well constrained
for GP neurons and the assumptions of
our model with respect to dendritic
conductance densities are tentative, and
predominantly derived from matching
somatic current-clamp data. To examine
the robustness of our findings with re-
spect to parameter variations of dendritic conductance densities,
we varied dendritic conductance densities over a large range and
determined the consequences for PRCs. Specifically, we either
adjusted the fast spike conductances (NaF, NaP, K 3, and K,2)
together between 0 and 150% of their baseline values, or we sep-
arately adjusted the major slow dendritic inward (NaP) or out-
ward (SK) currents.

We focus our analysis of how manipulating dendritic param-
eters affects PRCs on 2.5 nS AMPA stimulation of the D2, stim-
ulation site, because this location showed a combination of local
dendritic and somatodendritic coupling effects in our preceding
analyses (Fig. 8). To eliminate spike rate effects on PRC shape, we
drove all models to 30 Hz spiking with somatic current injection
to match in vivo rates (103202 pA current depending on den-
dritic parameters). Varying the density of NaP alone or of the 4
spike conductances together had relatively slight effects on PRC
shape that were similar between the two manipulations. Notably,
for the largest values of NaP or the spike currents both the max-
imal spike advances in the stimulated spike cycle (F1) and the
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provide insight into important potential
sources of heterogeneity in pallidal net-
works, and they illustrate potential mecha-
nisms of modulatory influence on neuronal
and network dynamics. Note that we kept
the increase in spike currents below the
threshold for full blown propagating
dendritic action potentials. When spike
conductance densities were sufficient to
support dendritic spike initiation in re-
sponse to AMPA input, the type II character
of dendritic PRCs disappeared and spike
advances were much more pronounced (supplemental Fig. 9,
available at www.jneurosci.org as supplemental material). Thus,
neurons or neuron models with spiking dendrites should be seen
as integrating dendritic inputs in a completely different manner
resulting in type I PRCs.

Figure 9.

Dendritic SK conductance

As described above, we found that dendritic SK can powerfully
alter PRC shape by converting the inward synaptic current of an
AMPA input into a net outward membrane charge flow and re-
sulting in spike delays for early-phase inputs. Not surprisingly,
decreasing or increasing the dendritic SK density had important
effects on dendritic PRCs (Fig. 9C). When SK conductance was
removed from the dendrite, the permanent PRC became entirely
positive (Fig. 9C2, red trace). In this case, activation of somatic SK
still resulted in F2 spike delays, because the advancement of the
first (F1) spike led to a larger somatic SK current that impacted
the second (F2) spike cycle (Fig. 9CI, blue arrowhead). Increas-
ing the density of dendritic SK smoothly affected the correspond-
ing PRCs. Models with greater dendritic SK showed a diminished
positive peak in the F1 PRC and a larger negative peak in the F2

Phase of Stimulus

Phase of Stimulus

Distal dendritic PRCs are robustly type Il against significant variation of dendritic conductance densities. 4, Single-
cycle PRCs (A7, F1-F4) and the permanent PRC (A42) for models with 0, 1, and 4 times the base dendritic density of NaP. For models
with greater dendritic densities of NaP the positive peak in the F1 PRCand both of the negative peaks in the F2 PRCwere increased.
B, Single-cycle PRCs (BT, F1—F4) and the permanent PRC (B2) for models with 0.5, 1,and 1.5 times the default dendritic density of
the 4 spike conductances (NaF, NaP, KV3, and KV2). For models with greater dendritic densities of the spike conductances, the
positive peak in the F1 PRCand both of the negative peaks in the F2 PRC were increased. C, Single-cycle PRCs (€1, F1-F4) and the
permanent PRC (€2) for models with 0.5, 1, 1.5, and 2 times the base dendritic density of SK. For models with greater dendritic
densities of SK, the positive peak in the F1 D2, PRC and the early-phase negative peak (blue arrowhead) is reduced, whereas
the late-phase negative peak in the F2 D2, PRC (solid red arrowhead) is increased. Complete removal of SK conductance from the
dendrite (red traces in €7 and €2) eliminates the late-phase negative peak in the F2 D2;, PRC (red box arrowhead) and the
corresponding permanent PRCis purely positive.

PRC (Fig. 9CI, red arrowhead). The mechanism underlying this
result is straightforward, as increased dendritic SK conductance
led to increased outward current and greater spike delays in re-
sponse to dendritic AMPA inputs (supplemental Fig. 8, available
at www.jneurosci.org as supplemental material). Other effects of
increasing dendritic SK were mild, mainly resulting in slight hy-
perpolarization of the dendrite during the control spike cycle and
a concomitant decrease of other depolarization-activated cur-
rents. These results indicate that dendritic SK can be varied over
a large range while maintaining a smoothly changing type II den-
dritic PRC, whereas a complete absence of dendritic SK would
lead to type I phase response dynamics.

Type II dendritic PRCs are robust within a large range of SK
activation parameters

There is uncertainty in our model about kinetic parameter set-
tings governing SK activation, because the precise calcium dy-
namics governing SK activation as well as SK activation time
constants in GP neurons are not experimentally well constrained.
Therefore, we performed a final set of simulation experiments to
determine the dependence of our results on variables central to
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the mechanism of SK activation that could importantly affect
phase response dynamics in response to dendritic excitation. SK
was activated by inward calcium pulses carried by the Cayya
conductance. The transient spike in intracellular calcium elicited
by an AMPA input to the dendrite lasted <10 ms in our simula-
tions (supplemental Fig. 10, available at www.jneurosci.org as
supplemental material), approximating the dynamics of the in-
teraction of calcium channels with SK channels in membrane
micro-domains. However, SK deactivated relatively slowly as a
consequence of the default SK deactivation time constant of 76
ms in our simulations. This slow deactivation of SK in the
model prolonged SK current transients that shaped the spon-
taneous mAHP to match experimental data (Giinay et al,
2008). Direct measurements of SK deactivation in oocyte ex-
pression systems indicate time constants between 22 and 38
ms (Xia et al., 1998), consistent with a relatively slow calcium
dependent deactivation.

To determine the effects of key kinetic parameters affecting SK
activation on PRC behavior we varied (1) the rate of intracellular
calcium clearance between 0.25 and 2 ms, (2) the steady-state
calcium dependence of SK activation between 0.175 and 1 um,
and (3) the time constant of calcium-dependent SK activation
between 25 and 100 ms (supplemental Fig. 11, available at www.
jneurosci.org as supplemental material). Each of these manipu-
lations affected the spontaneous spike frequency, so each model
was again driven to 30 Hz by somatic applied current for PRC
analysis. Permanent D2, PRCs were type II for all levels of each
manipulation, although the amplitude and skewness were mod-
ulated by varying the activation and kinetic parameters for SK.
Therefore, the dendritic mechanism that yields type II dynamics
in our model was not a consequence of specific parameter choices
and is likely to encompass the regime of dendritic processing of
strong AMPA inputs in vivo.

Discussion

The primary result of our analysis of phase response curves of GP
model neurons was that perisomatic and dendritic excitatory in-
puts yielded distinctly different PRCs. Perisomatic excitation at
all times in the spike cycle led to spike advances and thus a type I
PRC, whereas dendritic excitation led to spike delays for inputs
early in the spike cycle thus yielding a biphasic type II PRC. We
found that the type II character of dendritic PRCs was the conse-
quence of stimulus-elicited calcium transients and subsequent
SK activation that occurred even for stimuli simulating a single
small distal synaptic input. Type II PRCs can enhance the ability
of neurons to synchronize in connected networks (Hansel et al.,
1995; Goel and Ermentrout, 2002; Galan et al., 2007a; Tsubo et
al., 2007; Bogaard et al., 2009) and populations of neurons with
type II PRCs synchronize more readily to correlated inputs
(Galan et al., 2007b; Marella and Ermentrout, 2008; Abouzeid
and Ermentrout, 2009). Because most excitatory input to GP
neurons is on dendritic sites (Shink and Smith, 1995) our results
suggests a novel cellular mechanism important in the integration
of excitatory input in GP network activity in normal condi-
tions and to the pathological synchronization of GP neurons
in Parkinson’s disease.

Phase response curve analysis of a morphological GP

neuron model

We turned to computer modeling to examine detailed PRC be-
havior in GP neurons, as spike firing even in brain slices is not
sufficiently regular or precise (Deister et al., 2009) to reliably
quantify small spike shifts caused by individual synaptic inputs.
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In addition application of dendritic inputs of controlled am-
plitude and location is not currently experimentally feasible.
These factors put severe limits on the experimental measure-
ment of PRCs.

GP model construction

For this study we adapted a GP neuron model that we have pre-
viously used to investigate the influence of conductance densities
on spiking properties (Giinay et al., 2008). We observed that most
electrophysiological properties of the models were affected by
multiple conductances, and each conductance affected multiple
electrophysiological measures (Giinay et al., 2008), which is con-
sistent with modeling studies of other types of neurons (Prinz et
al., 2003b; Achard and De Schutter, 2006; Taylor et al., 2009).
Adaptations to the model were primarily made to include new
experimental findings on sodium channel properties in GP neu-
rons (Mercer et al., 2007). The new base model was located in a
broad basin of models with similar spiking properties when chan-
nel densities were varied, as described in our earlier publication
(Gtinay et al., 2008). Hence, it is important to note that the model
used here does not represent a unique solution to GP spiking
properties, but that all findings are robust against considerable
parameter variations.

Dendritic properties

The architecture of dendritic trees and the complement of active
dendritic conductances are critical features of the computational
machinery used by neurons with diverse functional objectives
(Mainen and Sejnowski, 1996; Vetter et al., 2001; Krichmar et al.,
2002; Stiefel and Sejnowski, 2007; Chen et al., 2009; Komendantov
and Ascoli, 2009). We used full morphological reconstructions
from biocytin filled neurons to obtain a correct representation of
the thin, long and sparsely branched structure of GP dendrites
(Falls et al., 1983). No dendritic recordings of GP dendrites exist,
leading to considerable uncertainty about dendritic current den-
sities in GP. Channel antibody staining has revealed the presence
of voltage-gated sodium channels (Hanson et al., 2004) and cal-
cium channels (Hanson and Smith, 2002) in GP dendrites, how-
ever. Somatic conductances in GP have been characterized in
multiple studies (Baranauskas et al., 1999, 2003; Tkatch et al.,
2000; Chan et al., 2004; Mercer et al., 2007) and were matched to
these results in our model (Gtinay et al., 2008). The SK conduc-
tance has been found to govern the mAHP waveform in GP neu-
rons (Deister et al., 2009) and in other cell types has been shown
to be activated by calcium inflow through L-type (Marrion and
Tavalin, 1998) or N-type (Hallworth et al., 2003; Goldberg and
Wilson, 2005) HVA calcium channels. Immunocytochemistry
showed an increased density of L- and N-type HVA calcium
channels in GP dendrites (Hanson and Smith, 2002), which
would support a high level of dendritic SK activation. Dendritic
SK has not been examined in GP, but has been found to be
present in other types of neurons with SK conductance (Sailer et
al., 2002; Cai et al., 2004; Maher and Westbrook, 2005).

Dependence of PRC shape on physiological properties

Traditional PRC analysis relies on linear scaling of PRCs for pos-
itive and negative stimuli of varying amplitudes. We found that
excitatory dendritic inputs in particular may not have a regime of
weak coupling in GP, because the local input resistance is so high
that any stimulus of physiological amplitude results in local de-
polarization that triggers changes in active conductances and
hence response nonlinearities. Dendritic depolarization follow-
ing AMPA inputs leads to a transformation of a type I infinitesi-
mal PRC for very small (<1 pA) stimuli to a type II PRC for
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physiologically sized stimuli due to SK activation. The property
of symmetry for positive and negative stimuli was also lost, as
GABA inputs were associated with type I PRCs at all amplitudes.
These results were robust for a large range of Cayy, and SK
conductance densities and different parameters for SK activation
kinetics, though the precise shape of biphasic PRCs smoothly
changed when parameters were varied. Another important ob-
servation was that when spike frequency was driven to frequen-
cies typically observed in vivo, the negative region of biphasic
PRCs was pushed into the F2 spike interval, because the time
course of SK activation with AMPA stimulation exceeded the
interspike interval at fast firing frequencies.

Implications of PRC behavior for GP network interactions

To make PRC analysis analytically tractable, it is most commonly
implemented in silico using brief, weak perturbations applied to
simple point neuron models that lack a full contingent of mem-
brane conductances. In such cases explicit predictions of phase-
locked modes can be made for networks with well defined
connectivity architectures, and type II PRCs have been associated
with synchronization in networks coupled through excitation
(Hansel et al., 1995; Goel and Ermentrout, 2002; Galan et al.,
2007a; Tsubo et al., 2007). Further work recognized the importance
of active conductances in shaping PRC behavior. Ermentrout et al.
(2001) and Gutkin et al. (2005) evaluated the contribution of a
spike frequency adaptation (SFA) potassium current to skewness
of PRCs and the consequent emergence of network synchroniza-
tion. Recently, Stiefel and colleagues (2008, 2009) demonstrated
that in principle cholinergic modulation of cortical pyramidal
neurons could switch the PRC from type II to type I as a conse-
quence of SFA current (I;) down regulation.

Dendrites can change PRC shape through an attenuation and
delay of an input’s effect on somatic spiking and hence a left-shift
of the dendritic PRC in the domain of weak coupling (Goldberg
etal,, 2007). It has also been shown that the electrotonic length of
dendritic cables can determine the mode of synchronization in a
reciprocal network of two distally coupled ball-and-stick neuron
models (Crook et al., 1998a). These studies demonstrate that
active dendritic conductances can sculpt effective input waveforms
and compensate for the passive filtering properties of dendrites. Our
own results indicate that active dendritic conductances can have far
reaching consequences for dendritic PRCs, and that SK conductance
in particular can lead to dendritic type II PRC behavior in neurons
showing somatic type I PRCs. Thus, dendritic conductances can
bestow phase response characteristics that are not predicted by so-
matic excitability, causing the dendrite to act as a distinct dynamical
subsystem. This mechanism also gives excitatory input a special rel-
evance for network synchronization, as type II phase response prop-
erties were not observed with inhibition.

Given that phenomena of network synchronization are highly
sensitive to PRC shapes, our finding of type II dendritic PRCs in
GP likely has important consequences for considering network
activity in globus pallidus. GP neurons shift from an asynchro-
nous firing mode to synchronous bursting in PD that is phase-
locked to oscillations in other basal ganglia nuclei (Bergman et
al., 1994; Nini et al., 1995; Raz et al., 2000). An important mech-
anism underlying synchronization in basal ganglia networks is
believed to be given by STN-GP feedback activity (Plenz and
Kitai, 1999; Bevan et al., 2002; Terman et al., 2002). For cortical
slow-wave oscillations elicited under anesthesia, STN fires bursts
in synchrony with cortical oscillations in normal or dopamine
depleted animals, whereas GP only shows robust synchronized
bursting following dopamine depletion (Magill et al., 2001). This
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result suggests that modulation in the parkinsonian state may
induce a change in the propensity of GP neurons to engage in
network synchronization. Synchronization of pallidal networks
would in turn increase the effectiveness of GP inhibition to cause
correlated pauses and rebound bursting in STN (Terman et al.,
2002), and entrainment of GP neurons to B-frequency STN os-
cillations would promote resonance between these coupled nu-
clei. Previous work suggested that HCN channels play a major
role in GP neurons in controlling firing regularity and bursting in
PD (Chan etal.,2004). Our PRC analysis suggests that in addition
dendritic SK may be a key determinant in controlling synchroni-
zation through changing the phase dependence of synaptic effects
on spike timing. Dopamine modulates SK conductance through
Cay2.2 downregulation in STN neurons (Ramanathan et al.,
2008). If this mechanism holds for GP neurons as well, a Ca, 2.2
upregulation and hence increased SK activation and an increase
in type II phase response dynamics might be expected in PD
based on our results.
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