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Sight and Sound Converge to Form Modality-Invariant
Representations in Temporoparietal Cortex

Kingson Man, Jonas T. Kaplan, Antonio Damasio, and Kaspar Meyer
Brain and Creativity Institute, University of Southern California, Los Angeles, California 90089

People can identify objects in the environment with remarkable accuracy, regardless of the sensory modality they use to perceive them.
This suggests that information from different sensory channels converges somewhere in the brain to form modality-invariant represen-
tations, i.e., representations that reflect an object independently of the modality through which it has been apprehended. In this func-
tional magnetic resonance imaging study of human subjects, we first identified brain areas that responded to both visual and auditory
stimuli and then used crossmodal multivariate pattern analysis to evaluate the neural representations in these regions for content
specificity (i.e., do different objects evoke different representations?) and modality invariance (i.e., do the sight and the sound of the same
object evoke a similar representation?). While several areas became activated in response to both auditory and visual stimulation, only
the neural patterns recorded in a region around the posterior part of the superior temporal sulcus displayed both content specificity and
modality invariance. This region thus appears to play an important role in our ability to recognize objects in our surroundings through
multiple sensory channels and to process them at a supramodal (i.e., conceptual) level.

Introduction

Whether we see a bell swing back and forth or instead hear its
distinctive dingdong, we easily recognize the object in both cases.
Upon recognition, we are able to access the wide conceptual
knowledge we possess about bells and we use this knowledge to
generate motor behaviors and verbal reports. The fact that we are
able to do so independently of the perceptual channel through
which we were stimulated suggests that the information provided
by different channels converges, at some stage, into modality-
invariant neural representations of the object.

Neuroanatomists have long identified areas of multisensory
convergence in the monkey brain, for instance in the lateral pre-
frontal and premotor cortices, the intraparietal sulcus, the para-
hippocampal gyrus, and the posterior part of the superior
temporal sulcus (pSTS) (Seltzer and Pandya, 1978, 1994). Lesion
and tracer studies have shown that the pSTS region not only
receives projections from visual, auditory, and somatosensory
association cortices, but returns projections to those cortices as
well (Seltzer and Pandya, 1991; Barnes and Pandya, 1992). Also,
electrophysiological studies have identified bimodal and tri-
modal neurons in the pSTS (Benevento et al., 1977; Bruce et al.,
1981; Hikosaka et al., 1988). Recent functional neuroimaging
studies in humans are in line with the anatomical and electro-
physiological evidence and have located areas of multisensory
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integration in the lateral prefrontal cortex, premotor cortex, pos-
terior parietal cortex, and the pSTS region (for review, see e.g.
Calvert, 2001, Amedi et al., 2005; Beauchamp, 2005; Doehrmann
and Naumer, 2008; Driver and Noesselt, 2008). These observa-
tions alone, however, do not address two important questions.
First, are the neural patterns established in these multimodal
brain regions content specific? In other words, do they reflect the
identity of a sensory stimulus rather than a more general aspect of
the perceptual process? Second, are the neural patterns modality-
invariant? In other words, does an object evoke similar neural
response patterns when it is apprehended through different
modalities?

In the present study, we used multivariate pattern analysis
(MVPA) of functional magnetic resonance imaging (fMRI) data
to probe multimodal regions for neural representations that were
both content specific and modality invariant. We first performed
a univariate fMRI analysis to identify brain regions that were
activated by both visual and auditory stimuli, and these regions
corresponded well with those found in previous studies. Next, we
tested the activity patterns in these regions for content specificity
by asking whether a machine-learning algorithm could predict
from a specific pattern which of several audio or video clips a
subject had perceived. Finally, we tested for modality invariance
by decoding the identities of objects not only within but across
modalities; the algorithm was trained to distinguish neural pat-
terns recorded during visual trials and used to classify neural
patterns recorded during auditory trials. The crossmodal MVPA
analysis revealed that of all the multisensory regions identified,
only the pSTS region contained neural representations that were
both content specific and modality invariant.

Materials and Methods

Subjects. Nine right-handed subjects were originally enrolled in the
study. One subject was excluded from the analysis due to excessive head
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movement during the scan. The data presented came from the remaining
eight participants, five female and three male. The experiment was un-
dertaken with the informed written consent of each subject.

Stimuli. Audiovisual clips depicting a church bell, a gong, a typewriter,
ajackhammer, a pneumatic drill, and a chainsaw were downloaded from
www.youtube.com. All clips were truncated to 5 s. Two additional sets of
clips were generated from the original versions: an auditory set contain-
ing the audio tracks presented on a black screen, and a visual set contain-
ing the video tracks presented in silence. All audio tracks were peak
leveled using The Levelator 2 software (The Conversations Network).

Offline stimulus familiarization. Before scanning, subjects watched the
six original (i.e., audiovisual) stimuli on a loop for 10 min to familiarize
themselves with the correspondence between the auditory and visual
content of the clips.

Online stimulus presentation. Once inside the fMRI scanner, subjects
were only exposed to clips from the auditory and visual sets presented in
separate auditory and visual runs that alternated for a total of eight runs.
Each run contained 36 stimulus presentations; each of the six clips was
shown six times in randomized order with no back-to-back repeats. One
clip was presented every 11 s. A sparse-sampling scanning paradigm was
used to ensure that all clips were presented in the absence of scanner
noise. A single whole-brain volume was acquired starting 2 s after the end
of each clip, timed to coincide with the peak of the hemodynamic re-
sponse to the stimulus (Meyer et al., 2010). The 2-s-long image acquisi-
tion was followed by a 2 s pause, after which the next trial began. Timing
and presentation of the video clips was controlled with MATLAB 7.9.0
(The Mathworks) using the freely available Psychophysics Toolbox 3
software (Brainard, 1997). Video clips were displayed on a rear projec-
tion screen at the end of the scanner bore that subjects viewed through a
mirror mounted on the head coil. All subjects had normal or corrected-
to-normal vision; the sound intensity of the audio clips was adjusted to
the loudest comfortable level for each subject. Participants were in-
structed to keep their eyes open during all runs.

Before each auditory run, subjects were told to “imagine seeing in your
mind’s eye the images that go with these sound clips as vividly as possi-
ble.” Analogously, each visual run was preceded by the instruction to
“imagine hearing in your mind’s ear the sounds that go with these video
clips as vividly as possible.” We included this imagery instruction based
on findings from a previous study in which subjects were instructed to
passively watch sound-implying (but silent) video clips (Meyer et al.,
2010). Those subjects reported that they spontaneously generated audi-
tory imagery, and the reported vividness of their imagery correlated with
the classification accuracies of the evoking stimuli from neural activity in
the early auditory cortices.

In addition to the eight MVPA runs, there were two runs of a func-
tional localizer placed at the beginning and the middle of the scanning
session, respectively. These runs served as an independent dataset on
which we performed a conventional univariate analysis to identify re-
gions of interest (ROIs) for MVPA. The functional localizer runs em-
ployed a slow event-related design with continuous image acquisition.
Each run contained 24 stimulus presentations (two repetitions each of
the six auditory clips and the six visual clips presented in randomized
order with no back-to-back repeats). The duration of each trial was ran-
domly jittered up to 1 s about the mean duration of 15s.

Image acquisition. Images were acquired with a 3-tesla Siemens
MAGNETON Trio System. Echo-planar volumes for MVPA runs
were acquired with the following parameters: repetition time (TR) =
11,000 ms, acquisition time (TA) = 2000 ms, echo time (TE) = 25 ms,
flip angle = 90 degrees, 64 X 64 matrix, in-plane resolution 3.0 mm X
3.0 mm, 41 transverse slices, each 2.5 mm thick, covering the whole
brain. Volumes for functional localizer runs were acquired with the same
parameters except in continuous acquisition with TR = 2000 ms. We
also acquired a structural T1-weighted MPRAGE for each subject (TR =
2530 ms, TE = 3.09 ms, flip angle = 10 degrees, 256 X 256 matrix, 208
coronal slices, 1 mm isotropic resolution).

Univariate analysis of functional localizer runs. We performed a univar-
iate analysis of the functional localizer runs using FSL (Smith et al., 2004).
Data preprocessing involved the following steps: motion correction (Jen-
kinson et al., 2002), brain extraction (Smith, 2002), slice-timing correc-
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Table 1. Coordinates of the peak voxels of the two unimodal and four multimodal
activity clusters, as identified in the localizer scans

Peak voxel location
(MNI space X, ¥, 2)

Left hemisphere Right hemisphere

Localizer contrast ~ Anatomical region

Auditory versus rest Superior temporal lobe —60, —18,6 42, —26,10

Visual versusrest  Medial and lateral occipital lobe ~ —12, —104,6 6, —90, —10

Audiovisual overlap Posterior superior temporal sulcus —54, —44, 14 64, —40, 16
Inferior frontal cortex —52,34,18 48,16, 24
Medial premotor cortex —4,12,54 2,8,60
Anterior insula —32,16,0 32,26,2

tion, spatial smoothing with a 5 mm full-width at half-maximum
Gaussian kernel, high-pass temporal filtering using Gaussian-weighted
least-squares straight line fitting with o (standard deviation of the Gauss-
ian distribution) equal to 60 s, and prewhitening (Woolrich et al., 2001).

The two stimulus types, auditory and visual, were modeled separately
with two regressors derived from a convolution of the task design and a
gamma function to represent the hemodynamic response function. Mo-
tion correction parameters were included in the design as additional
regressors. The two functional localizer runs for each participant were
combined into a second-level fixed-effects analysis, and a third-level in-
tersubject analysis was performed using a mixed-effects design.

Registration of the functional data to the high-resolution anatomical
image of each subject and to the standard Montreal Neurological Insti-
tute (MNI) brain was performed using the FSL FLIRT tool (Jenkinson
and Smith, 2001). Functional images were aligned to the high-resolution
anatomical image using a six-degree-of-freedom linear transformation.
Anatomical images were registered to the MNI-152 brain using a 12-
degree-of-freedom affine transformation.

Two activation maps were defined using the functional localizer data;
the areas activated during the presentation of video clips as compared to
rest, and the areas activated during the presentation of audio clips as
compared to rest. The visual and auditory activation maps were thresh-
olded with FSL’s cluster thresholding algorithm using a minimum
Z-score of 2.3 (p < 0.01) and a cluster size probability of p < 0.05. An
audiovisual map was defined by the overlap of the auditory and visual
activation maps. To detect the greatest number of shared voxels in the
overlap, the component maps were Z-score thresholded as above but
received no cluster size thresholding. Each map was normalized, over-
lapping voxels were summed, and the resultant map was smoothed with
a 5 mm full-width at half-maximum Gaussian kernel.

Voxel selection for multivariate pattern analysis. The six ROIs for the
MVPA analysis were generated based on the largest activity cluster from
the group-level auditory activation map (located in the superior tempo-
ral lobe), the largest cluster from the visual activation map (located in the
occipital lobe), and the four largest clusters in the audiovisual overlap
map (located in an area around the posterior superior temporal sulcus,
the inferior frontal gyrus and sulcus collectively referred to as the inferior
frontal cortex, the medial premotor cortex, and the anterior insula, re-
spectively). To define these ROIs in each individual subject, we centered
a sphere at the peak voxel of each cluster on the group-level maps and
then warped these spheres into the functional spaces of the individual
subjects. All spheres had a radius of 20 mm, except the one for the
anterior insula, which, due to the smaller size of the activity cluster, had
aradius of 12 mm. Within the spheres located in the functional maps of
each subject, we then selected the 500 voxels with the highest Z-scores
from that subject’s relevant localizer. This method allowed us to select
voxels from the same anatomical regions across subjects, but with
subject-specific sensitivity to activation.

Multivariate pattern analysis. Within the six ROIs described above, we
performed both intramodal and crossmodal MVPA. For both intra-
modal and crossmodal classification, all possible two-way discrimina-
tions among the six stimuli were carried out (n = 15). A classifier was
trained and tested anew for each of the pairwise discriminations. For
intramodal classification, we performed a leave-one-run-out cross-
validation procedure; a classifier was trained on data from three of the
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Figure1.

Brainregions activated by auditory and visual stimuli. Auditory activations (first panel on the left) most notably comprised the superior part of the temporal lobe (Heschl’s gyrus, planum

temporale, planum polare, and adjacent parts of the superior temporal gyrus), as well as additional regions in the parietal and frontal lobes. Visual activations (second panel from the left) included
the medial and lateral portions of the occipital lobe, the posterior temporal lobe, as well as additional regions in the parietal and frontal lobes. The intersection of the auditory and visual activations
was calculated and the four largest clusters on the audiovisual overlap map were subsequently used for MVPA. The four multisensory regions of interest were the posterior superior temporal sulcus
(pSTS), inferior frontal cortex (IFC), medial premotor cortex (mPM), and the anterior insula (al). Slices across different planes and regions are not to scale. R, Right; L, left; RH, right hemisphere; LH,

left hemisphere.

Table 2. Average intramodal and crossmodal classification accuracies

(lassification type
Crossmodal
Intramodal Train aud—test ~ Train vis—test
ROI Auditory  Visual vis aud
Auditory cortices 0.838%**  0.591%*  0.547* 0.526*
Visual cortices 0.535 (ns)  0.843***  0.490 (ns) 0.472 (ns)
Posterior superior temporal sulcus ~ 0.765***  0.691***  0.601** 0.588**
Inferior frontal cortex 0.563**  0.571**  0.505 (ns) 0.515 (ns)
Medial premotor 0.541* 0.555** 0.506 (ns) 0.503 (ns)
Anterior insula 0.527 (ns)  0.531*  0.497 (ns) 0.501 (ns)

Chance performance is 0.5. The p values were FDR-corrected to control for Type l errors given the 24 comparisons. ns,
Not significant; *p << 0.05; **p << 0.01; ***p < 0.001.

four runs of a given modality and then tested on the fourth run. This
procedure was repeated four times, with the data from each run serving
as the testing set once. For crossmodal classification, a classifier was either
trained on all four auditory (aud) runs and tested on all four video (vis)
runs (train aud-test vis) or vice versa (train vis—test aud). MVPA was
performed using the PyYMVPA software package (Hanke et al., 2009) in
combination with implementation by LIBSVM of the linear support vec-
tor machine (Chang and Lin, 2011). Data from the eight MVPA runs of
each subject were concatenated and motion corrected to the middle vol-
ume of the entire time series and then linearly detrended and converted
to Z-scores by run. Classification was performed on the Z-scores from
selected voxels.

Whole-brain searchlight analyses. To conduct an ROI-independent
search for brain regions containing information relevant to intramodal
or crossmodal classification, we performed a searchlight procedure
(Kriegeskorte et al., 2006). In each subject, a six-way “all versus all”
classifier (Pereira and Botvinick, 2011) was repetitively applied to small
spheres (r = 8 mm) centered on every voxel of the brain. The classifica-
tion accuracy for each sphere was mapped to its center voxel to obtain

whole-brain accuracy maps for intramodal and crossmodal classifica-
tion. Crossmodal searchlights were performed in both directions, train
aud-test vis and train vis—test aud, and resulting accuracies were aver-
aged across the two directions. To illustrate which brain regions showed
high performance across subjects, we thresholded the individual maps at
the 95th percentile, warped them into the standard space, and summed
them to create an overlap map.

Statistical analyses. Given that our hypothesis was directional— classi-
fier performance on two-way discriminations should be higher than the
chance result of 0.5—we employed one-tailed ¢ tests across all eight sub-
jects to assess the statistical significance of our results. When comparing
classifier performances to each other (e.g., those obtained in different
ROIs), we used two-tailed, paired ¢ tests across all eight subjects. The p
values for t tests of classification accuracies were false discovery rate
(FDR) corrected for the 24 discriminations performed: four classifica-
tion types in each of six ROIs.

Results

Functional localizer scans

At the group level the presentation of auditory stimuli, as com-
pared to rest, yielded a prominent activity cluster in the auditory
cortices (Heschl’s gyrus, planum temporale, planum polare, and
the surrounding regions of the superior temporal gyrus), as well
as smaller foci throughout the brain (Table 1, Fig. 1). The presen-
tation of visual stimuli, as compared to rest, revealed a main
cluster in the visual cortices (medial and lateral surfaces of the
occipital lobe) and, again, smaller foci dispersed throughout the
brain. An overlap of the two activation maps revealed several
brain regions that responded to both auditory and visual stimu-
lation; the four largest clusters were located in inferior frontal
cortex, medial premotor cortex, anterior insula, and an area
around the pSTS, which included parts of the superior temporal
gyrus and the inferior parietal lobule (Table 1, Fig. 1).
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Intramodal classification of stimuli A
From the two unimodal and the four mul-
timodal clusters described above, voxels
were selected in a subject-specific manner
(see Materials and Methods) to define six
ROIs for MVPA: auditory cortex (AC), vi-
sual cortex (VC), inferior frontal cortex
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(IFC), medial premotor cortex (mPM),
anterior insula (al), and pSTS. As ex-
pected, audio clips were successfully clas-
sified within AC; averaged across all
subjects and all two-way discriminations
among the six stimuli, classification per-
formance was 0.838, significantly higher AC
than the chance level of 0.5 (FDR-

corrected p < 0.001; one-tailed # test, n =

8; Table 2, Fig. 2A). Similarly, classifica-
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average performance of 0.843 (p <
0.001). Classification of video clips from
AC was less accurate but still significant
(0.591; p < 0.01), while classification of
audio clips from VC was not significant
(0.535; p > 0.05; Table 2, Fig. 2A). Both
audio and video clips were well classified

Y=-22

from the pSTS region (audio clips: 0.765,
p < 0.001; video clips: 0.691, p < 0.001;
Fig. 2B). Classification performance was
significantly higher in the pSTS than in
any other multimodal ROI (p < 0.001 in
all cases; two-tailed, paired  tests).

Number of
subjects
overlapped

8

In each subject, we performed a whole-
brain searchlight analysis to conduct an
ROI-independent search for regions classi-
fying audio or video clips, respectively. The
individual subjects’” searchlight maps were
thresholded at the 95th percentile, warped

to the standard space, and summed to create
a group-level overlap map. Chance perfor-
mance for six-way classification was one of
six, ~0.167. The means of the individual ac-
curacy thresholds were 0.250 (SEM =
0.004) for the auditory searchlight and 0.227
(SEM = 0.006) for the visual searchlight.

X=-52

Not surprisingly, highest classification accu-
racy for audio and video clips was found in
auditory and visual cortices, respectively
(Fig. 2C).

Figure 2.

Intramodal classification performance. A, Auditory and visual stimuli were reliably classified from their re-
spective sensory cortices, auditory cortex (AC) and visual cortex (VC). Classification performance of unimodal stimuli in
heteromodal cortices was much more modest, albeit still significant for visual stimuli classified from AC. B, Audio and video

clips were classified significantly more accurately in the pSTS than in the other three multimodal ROIs. ns, Not significant;

Crossmodal classification of stimuli

The accuracies obtained from the two direc-
tions of crossmodal classification, train
aud—test vis and train vis—test aud, were not
significantly different (p > 0.05). The accu-
racies indicated below for the various classi-
fications represent the mean values derived from the results of both
classification directions. Crossmodal classification performance
in the pSTS region was significantly better than chance (0.595;
p < 0.01) and significantly better than in all other multimodal
ROIs, where performance was near chance level (IFC, 0.510;
mPM, 0.505; al, 0.499; p > 0.05 in each case; Table 2, Fig. 3A).
Twelve of fifteen pairwise discriminations among the six items
were significantly above chance in pSTS, whereas none were in

*p < 0.05; **p < 0.01; ***p << 0.001; The p values were FDR corrected. All error bars indicate SEM. €, Intramodal
searchlight analysis. Audio clips were classified most accurately from voxels in the superior temporal lobe, while video clips
were best discriminated from voxels in the occipital lobe. The figure shows voxels that classified above the 95th percentile
of accuracy in four or more subjects. The mean of the 95th percentile thresholds was 0.250 for the auditory searchlight and
0.227 for the visual searchlight; chance performance in the six-way searchlights was 0.167.

IFC and mPM, and only one of fifteen was in al (Fig. 3B). Cross-
modal classification was modest, but also significant, in the audi-
tory ROI (0.536, p < 0.01); it was at chance level in the visual ROI
(0.481, p > 0.05).

In each subject we also performed a crossmodal searchlight
analysis averaging across both directions of training and testing
(Fig. 4). Again, chance performance in this six-way analysis was
one in six, or 0.167. The mean of the individual 95th percentile
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Figure 3.  Crossmodal classification performance. A, Mean crossmodal accuracy in the multimodal ROIs superimposed with
individual subject accuracies (open circles). Classification was significantly better than chance only in the pSTS. The pSTS was
significantly higher than any of the other multimodal regions. ns, Not significant; *p << 0.05; **p << 0.01; ***p < 0.001. B,
Pairwise classification accuracies. There were 15 pairwise discriminations among the six stimuli. In the pSTS ROI, 12 of the 15
discriminations yielded classification performances significantly above chance, as indicated by darker shaded bars (top). None of
the pairwise comparisons were significantly better than chance in IFC and mPM, and only one was in al (bottom).
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accuracy thresholds was 0.211 (SEM =
0.003). The whole-brain crossmodal search-
light analysis confirmed that the only region
consistently containing crossmodal infor-
mation was located around the pSTS near
the junction of the temporal and parietal
lobes, almost completely lateralized to the
right hemisphere (Fig. 4). This region was
similar in location to the pSTS cluster iden-
tified in the audiovisual overlap map pre-
sented in Figure 1. Despite the lateralization
evident in the searchlight, the classifica-
tion accuracies between the right and
left pSTS ROIs were not significantly
different (p > 0.05).

Discussion

We used crossmodal MVPA to investigate
the response patterns of various brain re-
gions to corresponding audio and video
clips of common objects. Successful classifi-
cation of the response patterns was taken to
infer content specificity. Although several
regions were activated by stimuli of both
modalities, both the ROI and the searchlight
analyses indicated that the pSTS region may
be the unique site of successful crossmodal
classification. This suggests the pSTS is dif-
ferent from other multimodal brain areas in
that it holds neural representations of com-
mon objects that are both content specific
and modality invariant.

Although the searchlight analysis sug-
gests that supramodal representations
may be lateralized to the right pSTS, the
ROI analysis shows no discrepancy be-
tween left and right pSTS. This may be due
to the fact that our searchlight method is
sensitive to voxels that consistently clas-
sify well across subjects, whereas the ROI
analysis selects voxels based on individual
parametric maps.

Previous studies have aimed to identify
brain regions that engage in multisensory
processing by using a variety of criteria: a
region may simply be activated by more
than one modality of stimulation; its re-
sponse to a unimodal stimulus may be af-
fected by adding a stimulus of a different
modality; or, more stringently, a region may
be more strongly activated by a multimodal
stimulus than by the summed activations
from the separate unimodal stimuli (super-
additivity) (Calvert, 2001; Beauchamp,
2005; Laurienti et al., 2005). However, these
approaches do not directly address the ques-
tions of modality invariance and content
specificity. Modality invariance is more di-
rectly addressed by the semantic congru-
ency effect: a brain region would display
different levels of activity when responding
to the sight and sound of the same object
than when responding to the sight and
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Figure4. Crossmodal searchlight analysis. The figure shows voxels that classified above the 95th
percentile of accuracy in four or more subjects. The mean of the 95 ™ percentile thresholds was 0.211,
chance performance for the six-way searchlights being 0.167. Voxels cluster around the pSTS, close to
the junction of the temporal and parietal lobes, and are almost completely lateralized to the right.

Man et al. @ Modality-Invariant Neural Representations

sound of different objects. Doehrmann and Naumer (2008) re-
viewed human fMRI studies manipulating semantic congruency
and identified a general pattern of activation in lateral temporal
cortex for semantically congruent stimuli and in inferior frontal
cortex for semantically incongruent stimuli. Our results allow for
more specific conclusions than can be drawn from the semantic
congruency effect: activity in the pSTS reflects which object was
presented congruently. A plausible sequence for the flow of in-
formation during semantic congruency tasks is for the (congru-
ent or incongruent) audiovisual stimulus to first be compared
against the store of congruent supramodal representations in the
pSTS, generating either a match or mismatch signal that may
then be broadcast to other regions, such as IFC, that display se-
mantic congruency effects.

MVPA heretofore has been used to identify neural patterns
that generalize across formats within the same sensory modality,
e.g., between words and pictures (Shinkareva et al., 2011), and
also across modalities, e.g., between auditory and visual displays
of emotion (Peelen et al., 2010). Until now, however, there has
not been an explicit test for conserved representations of object
identities across different sensory modalities [although Pietrini et
al. (2004) found conserved representations of object categories
across the visual and tactile modalities].

Degrees of modality invariance

Our claim that neural patterns in the pSTS display modality in-
variance may appear tempered by the fact that crossmodal clas-
sification accuracies are not perfect. While many MVPA studies
attempt to predict perceptual stimuli from neural activity in early
sensory cortices, the current investigation was concerned with
activity patterns in association cortices. Conceivably, the topo-
graphical organization of the early cortices would be particularly
conducive to successful pattern classification, and it is well
known that this organization is gradually lost at higher levels of
the sensory hierarchies (Felleman and Van Essen, 1991). This is
reflected in our intramodal classification accuracies; they were
high for the early sensory cortices (around 0.84 for both audio
and video clips) but declined in the pSTS (0.69 for video clips and
0.77 for audio clips). It stands to reason that crossmodal classifi-
cation would be unlikely to yield accuracies exceeding the lower
of the two intramodal classification accuracies. The pSTS cross-
modal accuracy of 0.595 thus should be appreciated from the
perspective of 0.69 as a “soft ceiling.”

The functional organization of the pSTS may provide addi-
tional insight into the comparison between crossmodal and in-
tramodal classification accuracies. Superior temporal cortex has
been found to contain intermixed millimeter-scale patches that
respond preferentially to auditory (A), visual (V), or audiovisual
stimuli (AV) (Beauchamp et al., 2004; Dahl et al., 2009). Accord-
ingly, auditory stimuli would activate A and AV patches, and
visual stimuli would activate V and AV patches. Crossmodal clas-
sification, however, could rely solely on the AV patches. Conse-
quently, crossmodal classification accuracy would be expected to
be lower than intramodal classification accuracy because: (1) it
has access to fewer information-bearing voxels; and (2) the A and
V patches, from the classifier’s perspective, add noise to the anal-
ysis. Inlight of these arguments, we wish to make clear that we use
“invariance” as a relative term. What our analysis shows is that
the neural activity patterns induced by corresponding auditory
and visual stimuli are more similar than the patterns induced by
noncorresponding stimuli.
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Supramodal representations as

convergence—divergence zones

According to a neuroarchitectural framework proposed by
Damasio (Damasio, 1989; Meyer and Damasio, 2009), neuron
ensembles in higher-order association cortices constitute conver-
gence—divergence zones (CDZs), which register associations
among perceptual representations from multiple sensory modal-
ities. Due to the convergent bottom-up projections they receive
from early sensory cortices, CDZs can be activated, for instance,
both by the sight and the sound of a specific object. Once acti-
vated, the CDZs can re-instantiate the associated representations
in different sensory cortices by means of divergent top-down
projections. This re-instantiation of activity patterns in early sen-
sory cortices distinguishes the CDZ framework from other mod-
els that posit nonspecific, modulatory feedback mechanisms. In
brief, according to the CDZ framework, the bottom-up process-
ing of sensory stimuli would be continuously accompanied by the
top-down reconstruction of associated patterns in different
modalities.

In keeping with this prediction, previous MVPA studies have
shown that visual stimuli implying sound or touch lead to
content-specific representations in early auditory and somato-
sensory cortices, respectively (Meyer et al., 2010, 2011). Con-
versely, auditory stimuli induce content-specific neural patterns
in early visual cortices (Vetter et al., 2011). The current results
provide an additional piece of support for the framework, sug-
gesting that the pertinent audiovisual CDZs may be located
around the pSTS.

In the context of the CDZ framework, we also considered
whether modality invariance would extend from multisensory
association cortices toward early sensory cortices. If watching a
silent video clip of a jackhammer results in the reconstruction of
a neural activity pattern in the early auditory cortices, it is con-
ceivable that the reconstructed pattern would resemble the one
established when the jackhammer was actually heard. This ques-
tion is the reason why our subjects received an explicit instruction
to imagine the sensory counterpart (auditory or visual) of the
stimuli (visual or auditory) they perceived. We did not find any
indication of modality invariance in the early visual cortices, and
while crossmodal classification performance was indeed signifi-
cant in the auditory ROI, the searchlight analysis suggests this
may have been due to the partial overlap of the AC and pSTS
ROIs. Thus, the present study does not provide evidence for mo-
dality invariance at the level of early sensory cortices.

Is it possible that crossmodal classification was successful only
because of mental imagery? In other words, have we demon-
strated classification between perception and imagery within a
single modality? We do not believe this is the case for two reasons.
First, the pSTS ROI was defined based on activations from the
localizer runs in which subjects did not receive any imagery in-
struction. Second, previous studies performing classification be-
tween visual perception and visual imagery found above-chance
performance in ventral visual stream regions such as lateral oc-
cipital cortex and ventral temporal cortex (Stokes et al., 2009;
Reddy et al., 2010; Lee et al., 2012). Our crossmodal analysis did
not identify any of these regions and, conversely, the mentioned
studies did not find above-chance classification in the pSTS. As
for the auditory modality, to the best of our knowledge classifi-
cation between perception and imagery heretofore has not been
reported. Auditory perception and auditory imagery do activate
overlapping areas in planum temporale and the posterior supe-
rior temporal gyrus (Bunzeck et al., 2005; Zatorre and Halpern,
2005), admitting of the theoretical possibility for auditory imag-
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ery—perception classification in our experiment. However, such
an interpretation would be pressed to explain the asymmetry
between (successful) auditory and (unsuccessful) visual classifi-
cation. Given the large amount of evidence that implicates the
pSTS in multisensory processing, it appears most parsimonious
to interpret the neural representations in pSTS as generalizing
across the auditory and visual modalities.

To summarize, we have shown that a region around the
posterior superior temporal sulcus is activated in content-
specific fashion by both visual and auditory stimuli, and that
the activity patterns induced by the same object presented in
the two modalities exhibit a certain degree of similarity. Such
modality-invariant representations of the objects of percep-
tion may be the initial stage of the neural process that allows us
to recognize and react to sensory stimuli independently of the
modality through which we perceive them.
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