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Exploiting scene context and object– object co-occurrence is critical in guiding eye movements and facilitating visual search, yet the
mediating neural mechanisms are unknown. We used functional magnetic resonance imaging while observers searched for target objects
in scenes and used multivariate pattern analyses (MVPA) to show that the lateral occipital complex (LOC) can predict the coarse spatial
location of observers’ expectations about the likely location of 213 different targets absent from the scenes. In addition, we found weaker
but significant representations of context location in an area related to the orienting of attention (intraparietal sulcus, IPS) as well as a
region related to scene processing (retrosplenial cortex, RSC). Importantly, the degree of agreement among 100 independent raters about
the likely location to contain a target object in a scene correlated with LOC’s ability to predict the contextual location while weaker but
significant effects were found in IPS, RSC, the human motion area, and early visual areas (V1, V3v). When contextual information was
made irrelevant to observers’ behavioral task, the MVPA analysis of LOC and the other areas’ activity ceased to predict the location of
context. Thus, our findings suggest that the likely locations of targets in scenes are represented in various visual areas with LOC playing
a key role in contextual guidance during visual search of objects in real scenes.

Introduction
Successful visual search is paramount to the survival of animals
and is important in the daily life of humans. The human brain has
implemented a variety of strategies to optimize visual search
(Najemnik and Geisler, 2005; Navalpakkam et al., 2010;
Eckstein, 2011; Ma et al., 2011). Uncertainty about the locations
of targets and the presence of distractors slows search and often
leads to search errors (Swensson and Judy, 1981; Wolfe, 1998;
Palmer et al., 2000). Utilization of global scene properties as well
as highly visible objects predictive of the target are critical for
humans in guiding and facilitating search (Eckstein et al., 2006;
Neider and Zelinsky, 2006; Torralba et al., 2006; Ehinger et al.,
2009; Castelhano and Heaven, 2010; Wolfe et al., 2011).

Low-level features that determine the spatial layout of a scene
and are predictive of the target location will guide eye move-
ments. For example, when searching for pedestrians, humans
bias their eye movements toward areas of scenes containing fea-
tures corresponding to sidewalks and pavement (global scene
properties; Torralba et al., 2006). In addition, objects that fre-
quently co-occur with target objects will also guide search

(Castelhano and Heaven, 2011; Mack and Eckstein, 2011). If
searching for a chimney, humans will move their eyes toward the
roof of a house even if the chimney is absent from the scene.

The neural basis of contextual guidance during visual search
of real-world scenes is unknown. Numerous studies have shown
that there are various brain areas that encode scene information,
objects, and contextual relationships across objects. Both para-
hippocampal cortex (PHC) and retrosplenial cortex (RSC)
(Epstein and Kanwisher, 1998; Yi and Chun, 2005; Epstein and
Higgins, 2007; Henderson et al., 2008; Greicius et al., 2009) pref-
erentially respond to scenes relative to faces or single objects. The
lateral occipital area (LOC) encodes object information that is
invariant to size, position, and viewpoint (Grill-Spector et al.,
2001; Kourtzi and Kanwisher, 2001; Konen and Kastner, 2008).
Importantly, PHC has been implicated in encoding contextual
associations across objects when these are viewed simultaneously
(Bar and Aminoff, 2003; Bar, 2004; Bar et al., 2008). Critically, the
use of contextual information to guide saccades and modulate
covert attention requires that the brain represent the spatial loca-
tion within the scene, which is predictive of a searched target that
might not even be present in the scene. Areas in the frontoparietal
attention network, which include the frontal and supplementary
eye fields (FEF, SEF), and an area in the intraparietal sulcus (IPS)
correlate with deployments of covert attention and target-related
activity during visual search with synthetic displays (Corbetta
and Shulman, 2002; Ptak, 2012), but their ability to code the
contextual location of objects and features in real scenes has not
been demonstrated. Thus, no study to our knowledge has iden-
tified an area that can flexibly encode the locations likely to con-
tain a searched object in real scenes. Here, we use functional
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magnetic resonance imaging (fMRI) in conjunction with multi-
variate pattern analyses (MVPA) while observers searched for
targets in real scenes to identify brain regions representing the
likely location of the target.

Materials and Methods
Subjects
Twelve observers (four male and eight female; mean age 24; range 19 –31)
from the University of California, Santa Barbara (UCSB), participated in
Experiment 1. Six additional observers (four male and two female; mean
age 22; range 21–25) participated in a saliency control experiment (Ex-
periment 2). All observers were naive to the purpose of the experiments.
All observers had normal or corrected to normal vision (based on self-
report). Before participation, participants provided written informed
consent that had been approved by the UCSB Human Subjects Commit-
tee. The observers were reimbursed for their participation with course
credit or money.

Stimuli
A set of 640 images of natural scenes (both indoor and outdoor) were
used as stimuli. Each image subtended a viewing angle of 17.5° (727 �
727 pixels). An LCD video projector (Hitachi CPX505, 1024 � 768 res-
olution) inside a Faraday cage in the scanner room was used to display
images on a rear projection screen behind the head coil inside the magnet
bore (peak luminance: 455 cd/m 2, mean luminance 224 cd/m 2 mini-
mum luminance: 5.1 cd/m 2). Observers viewed the screen via a mirror
angled at 45° attached to the head coil above their heads. The viewing
distance was 108 cm providing a 24.6° field of view.

Experimental Design
Experiment 1
Observers (n � 12) were presented with 640 images of indoor and out-
door scenes. Before the presentation of each image a cue word was pre-
sented for 400 ms specifying the target that observers had to search (e.g.,
cup, boat, bicycle, etc.; for a total of 384 different targets across all images;
see Fig. 1A). Following 300 ms of fixation, an image scene was presented
(250 ms) that contained the target object in 50% of the trials (see Fig.
1 B, C for sample images). Subsequent to a period of fixation lasting
250 –700 ms, observers were required to indicate whether they believed
the target was present in the scene stimulus using an 8-point confidence
scale.

Each cue word corresponded to an object present in the image or an
object absent from the image with the two conditions split equally. All
targets (for both the target-present and target-absent conditions) were
semantically consistent with the scene. The spatial location and appear-
ance of the target objects in the scenes were highly variable. The observers
had no prior information of the size or position of the target object in a
single image, and, as a result, the presence/absence of a target object was
not predictable. Among the target-present images, �50% of the images
contained the target on the left side and 50% on the right side. The
experimental design consisted of a 2 � 2 factorial design with one factor
of target with target absent or present and the other of cued location left
or right. In addition, another condition consisted of a period of central
fixation for the duration of the trial (these fixation trials were included to
add jitter to the onsets of the experimental trials).

Each run of the fMRI experiment lasted 6 min and 46.62 s (251 TRs)
and consisted of 4 TRs of initial and final fixation, 32 trials of target-
present images, 32 trials of target-absent images, and 16 trials of fixation.
The order of the trials was pseudorandomly constrained so that each trial
type had a matched trial history one trial back (over all trials in the run)
(Buracas and Boynton, 2002). Thus, an additional trial was included for
one of the conditions (depending on the trial design) at the start of each
run to give the first real trial a matched history (i.e., on each experimental
run one trial type had 17 repetitions with the first trial being discarded).

Observers indicated their confidence that the cued target object was
present or absent in the scene using an 8-point confidence scale by press-
ing one of the buttons of the response boxes (Lumina fMRI Response
Pads; Cedrus). The 8-point rating scale consisted of the four buttons on

the response pad for each hand. We controlled the effect of motor activity
associated with subjects’ behavioral response; the response mapping be-
tween present or absent and each hand was reversed depending on which
response cue was displayed. The response cues consisted of either a red
square or a green triangle, and were randomized over trials with and
equal probability for either cue type. The association between the re-
sponse hand and the response cue was counterbalanced across observers.

Experiment 2
Saliency control experiment. We controlled for the low-level physical
properties between the left-target-absent and right-target-absent image
sets with a control experiment that used the same image set but with the
cue word replaced by a fixation that persisted until the scene stimulus was
displayed. Rather than searching for a target object, observers were in-
structed to search for salient regions within the image and reported
which side of the scene stimulus (left or right visual field) they believed
contained the most salient feature. Responses were recorded with a single
button press either with the left or the right hand. As with the main
experiment the hand the observers used to respond was determined by a
response cue presented after the scene stimulus. The saliency search task
was conducted to control for the possibility of a correlation between
saliency and the location of the target object in the main study.

Definition of retinotopic regions. We identified regions of interest
(ROIs) for each subject individually using standard localizer scans in
conjunction with each subject’s anatomical scan, which were both ac-
quired in a single scanning session lasting �1 h 45 min. These ROIs
included areas in early visual cortex, higher level visual cortex, and the
frontoparietal attention network. The ROIs in retinotopic visual cortex
were defined using a rotating wedge and expanding concentric ring
checkerboard stimulus in two separate scans (Sereno et al., 1995; DeYoe
et al., 1996). Each rotating wedge and concentric ring scan lasted 512 s
consisting of 16 s of initial and final fixation with eight full rotations of
the wedge or eight full expansions of the ring stimulus, each lasting 64 s.
Wedge stimuli in the polar mapping scan had a radius of 14° and subten-
ded 75° consisted of alternating black and white squares in a checker-
board pattern. The colors of the checkerboard squares flickered rapidly
between black and white at 4 Hz to provide constant visual stimulation.
To ensure that subjects maintained central fixation, a demanding fixa-
tion task in which a gray dot at fixation darkened for 200 ms at pseudo-
random intervals (with subjects indicating with a button press when this
occurred) was used. The eccentricity mapping procedure was very simi-
lar except that a ring expanding from fixation (ring width 4°) was used
instead of a rotating wedge. By correlating the blood oxygenation level-
dependent (BOLD) response resulting from the activation caused by the
wedge and ring stimuli we determined which voxels responded most
strongly to particular regions in visual space and produced both polar
and eccentricity maps on the surface of visual cortex that were mapped
onto meshes of the individual subject’s anatomy.

The center of V1 overlays the calcarine sulcus and represents the whole
contralateral visual field with its edges defined by changes in polar map
field signs designating the start of V2d and V2v. Areas V2d, V2v, V3d, and
V3v all contain quarter-field representations with V3d adjacent to V2d
and V3v adjacent to V2v. Area hV4 contains a full-field representation
and shares a border with V3v (Tootell and Hadjikhani, 2001; Tyler et al.,
2005). The anterior borders of these regions were defined using the ec-
centricity maps. Area V3A and V3B are dorsal and anterior to area V3d,
with which they share a border, and contain a full hemifield representa-
tion of visual space. To separate them it is necessary to refer to the
eccentricity map, which shows a second foveal confluence at the border
between V3A and V3B (Tyler et al., 2005).

Definition of functionally defined visual areas. We used functional lo-
calizers in a separate scanning session to identify several visual areas
including: human motion area (hMT�)/V5, LOC, the fusiform face area
(FFA), and the parahippocampal place area (PPA). The PPA is referred to
in the rest of the text as parahippocampal cortex (PHC) reflecting recent
studies showing more generalized responses to contextual associations
rather than scenes alone (Bar, 2004; Bar et al., 2008). We also defined
areas implicated in the processing of eye movements and spatial atten-
tion: the FEF and SEF and an area in IPS. Area hMT�/V5 was defined as
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the set of voxels in lateral temporal cortex that responded significantly
higher ( p � 10 �4) to a coherently moving array of dots than to a static
array of dots (Zeki et al., 1991). The scan lasted for 376 s consisting of 8 s
of initial and final fixation with 18 repeats of 20 s blocks. There were three
block types consisting of black dots on a mid gray background viewed
through a circular aperture. Dots were randomly distributed within the
circular aperture, which had a radius of 13° with a dot density of 20
dots/deg 2. During the moving condition all dots moved in the same
direction with a speed of 3°/s for 1 s before reversing direction. In the edge
condition strips of dots (width 2°) moved with opposite motion to each
other creating kinetically defined borders. To define area hMT�/V5 a
general linear model (GLM) analysis was performed and the activation
resulting from the contrast moving � stationary dots was used to define
the region constrained by individual anatomy to an area within the infe-
rior temporal sulcus.

The LOC, FFA, and PPA localizers were combined into a single scan to
maximize available scanner time. In the combined localizer scan, referred
to as the LFP localizer, the scan duration was 396 s consisting of three, 12 s
periods of fixation at the beginning, end, and the middle of the run, and
five repeats of the four experimental conditions each lasting 18 s. These
conditions were as follows: intact objects, phase scrambled objects, intact
faces, and intact scenes. During the 18 s presentation period, each stim-
ulus was presented for 300 ms followed by 700 ms of fixation before the
next stimulus presentation. To maximize statistical power, the LFP scan
was run twice for each individual using different trial sequences. To
define areas of functional activity a GLM analysis was performed on the
two localizer scans. Area LOC was defined as the activation revealed by
the intact objects � scrambled objects contrast (Kourtzi and Kanwisher,
2001). The FFA region was isolated by the face stimuli � intact object
stimuli contrast (Kanwisher et al., 1997). The PPA regions by the
scenes � faces � objects contrast (Epstein and Kanwisher, 1998). All
localizer regions were guided by the known anatomical features of these
areas reported by previous groups.

We localized brain areas in the frontoparietal attention network by
adapting an eye-movement task developed by Connolly et al. (2002). The
task consisted of eight repeats of two blocks each lasting 20 s: one where
a fixation dot was presented centrally and a second where every 500 ms
the fixation dot was moved to the opposite side of the screen. During the
moving dot condition, the dot could be positioned anywhere along a
horizontal line perpendicular to the vertical meridian and between 4 and
15° away from the screen center. Subjects were required to make saccades
to keep the moving dot fixated. Contrasting the two conditions in a GLM
analysis revealed activation in the FEF, SEF, and a region in the dorsal IPS
thought to be a candidate for a putative human lateral intraparietal area
(LIP; Connolly et al., 2002).

We defined a control ROI centered on each subject’s hand motor area
from BOLD activity resulting from hand use identified using a GLM
contrasting all task trials versus fixation trials. During fixation trials sub-
jects were not required to respond and so there would be no hand use.
The hand area ROIs were then defined about the activity resulting from
this contrast in the central sulcus (primary motor cortex) guided by
reference to studies directly investigating motor activity resulting from
hand or finger use (Lotze et al., 2000; Alkadhi et al., 2002).

fMRI data acquisition
Data were collected at the UCSB Brain Imaging Center using a 3 T TIM
Trio Siemens Magnetom with a 12-channel phased-array head coil. An
echo-planar sequence was used to measure BOLD contrast (TR � 1620
ms; TE � 30 ms; flip angle � 65°, FOV � 192 mm; slice thickness � 3.5
mm, matrix � 78 � 78, 29 axial slices) for experimental runs. For one
subject we used a sequence with a 210 mm FOV (with all other parame-
ters remaining constant) to accommodate the subject’s larger brain. Lo-
calizer scans used a higher resolution sequence (TR � 2000 ms; TE � 35
ms; flip angle � 70°, FOV � 192 mm; slice thickness � 2.5 mm, matrix �
78 � 78, 30 coronal slices). A high-resolution T1-weighted MPRAGE
scan (1 mm 3) was also acquired for each participant (TR � 2300 ms;
TE � 2.98 ms; flip angle � 9°, FOV � 256 mm; slice thickness � 1.1 mm,
matrix � 256 � 256).

fMRI data analysis
We used FreeSurfer (http://surfer.nmr.mgh.harvard.edu/) to process
each observer’s anatomical scans to determine the gray-white matter and
gray matter–pial boundaries, which were then used to reconstruct in-
flated and flattened 3D surfaces. We preprocessed functional data using
FSL 4.1 (http://www.fmrib.ox.ac.uk/fsl/) to perform 3D motion correc-
tion, alignment to individual anatomical scans, high-pass filtering (3
cycles per run), and linear trend removal. No spatial smoothing was
performed on the functional data used for the multivariate analysis to
avoid washing out variability between voxels. We used SPM8
(http://www.fil.ion.ucl.ac.uk/spm/) to perform GLM analyses of the lo-
calizer and experimental scans. ROIs were defined on the inflated mesh
and projected back into the space of the functional data.

Multivoxel pattern analysis
MVPA has been successfully applied to fMRI data to evaluate the infor-
mation context of multivoxel activation patterns in targeted brain re-
gions (Saproo and Serences, 2010; Weil and Rees, 2010). Here we used
regularized linear discriminant analysis (LDA; Duda et al., 2000) to clas-
sify the patterns of fMRI data within each ROI. The regions we investi-
gated included V1, V2d, V2v, V3A, V3B, V3d, V3v, hV4, LOC, hMT�/
V5, RSC, FFA, PHC, FEF, SEF, and IPS. We used the union of
corresponding ROIs in the left and right hemispheres to construct a
single bilateral area for each ROI. We normalized (z-score) each voxel
time course separately for each experimental run to minimize baseline
differences between runs and different ROIs. The initial data vectors for
the multivariate analysis were then generated by shifting the fMRI time
series by 3 TRs to account for the hemodynamic response lag. All classi-
fication analysis was performed on the mean of the three data points
collected for each trial with the first data point taken from the start of the
trial when the cue word is presented. For each single trial, the output of
the multivariate pattern classifier was a single scalar value generated
based on the weighted sum of the input values across all voxels in one
specific ROI. We used a leave-one-out cross-validation scheme across
runs. The classifier learned a function that mapped between voxel activity
patterns and experimental conditions from 9 of the 10 runs. Given a new
pattern of activity from a single trial in the left-out testing run, the trained
classifier determined whether this trial belonged to context left versus
context right target-absent condition.

To improve classification accuracy we also investigated the effect of
taking the mean of eight trials per run and training and classifying on the
resulting mean data. Averaging trials before classification can boost dis-
crimination performance at the cost of increased variance. In this case we
took the mean of eight trials per runs resulting in two training/test pat-
terns per condition per run (for the data this resulted in 40 patterns over
all conditions and runs). As the number of ways that the eight trials,
which were included in the averaging, has a large number of permuta-
tions, a permutation analysis was conducted in which a random sampling
of eight trials (without replacement) was used to generate the mean
patterns. To obtain the final classification result the mean of 1000 per-
mutation analyses was taken.

Eye-tracking data collection and analysis
Nine of the 12 observers had their eye position recorded during the fMRI
experimental scans using an Eyelink 1000 eye tracker (Eyelink). This
system uses fiber optics to illuminate the eye with infrared light and
tracks the eye orientation using the pupil position relative to the corneal
reflection. Observers completed a 9-point calibration before the first
experimental run, and repeated the calibration before subsequent runs if
the calibration began to degrade due to head motion. All visual stimuli
presented on the screen were within the limits of the calibration region.
An eye movement was recorded as a saccade if both velocity and acceler-
ation exceeded a threshold (velocity � 30°/s; acceleration � 8000°/s 2). A
saccade outside an area extending 1° from the fixation was considered an
eye movement away from fixation. Data collected during the whole trial
of 4.86 s were analyzed, starting from the frame corresponding to the
onset of the stimuli display of one trial until the frame of the end of a trial
(before the display onset of the following trial). An interval of 4.86 s was
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examined for any eye movements occurring within the trial, which could
potentially affect the BOLD signal, starting with the onset of the cue word
and including the display and response periods. The first analysis exam-
ined three measures across left-target-absent and right-target-absent
conditions: (1) the mean total number of saccades, (2) the mean of
saccade amplitude (in degrees of visual angle), and (3) the SD of distance
of eye position from central fixation on a trial. The second analysis ex-
amined the measure of average distance from eye position to central
fixation, which is an absolute value of relevant eye positions. We used the
average distance of horizontal and vertical coordinates of eye positions to
the horizontal and vertical coordinates of the center fixation as a 2D

input to the pattern classifier to discriminate
the presence or absence of the target objects in
the natural scenes.

Results
To identify brain areas coding the spatial
location of contextually relevant objects/
scene regions, 12 observers searched for
arbitrary targets in real-world scenes
while we recorded neural activity using
fMRI in an event-related design. We show
that using MVPA (Tong and Pratte, 2012)
we can predict from BOLD activity in
LOC whether the likely location of 213
different targets, which themselves are ab-
sent from the scene, were to the right or
left from the vertical centerline of the im-
ages. LOC activity could be also related to
the degree of contextual guidance inher-
ent to an image as judged by independent
raters. The ability to predict the relevant
contextual location from LOC activity
correlated with whether a larger per-
centage of independent human raters
agreed on the expected location for the
searched targets. Areas IPS and RSC also
showed some degree of encoding of scene
context during search.

Experiment 1
We presented observers (n � 12) with 640
images of indoor and outdoor scenes. Be-
fore the presentation of each image a cue
word was presented specifying the target
that observers had to search for (Fig. 1A).
Following 300 ms of fixation, an image
scene was presented (250 ms) that con-
tained the target object in 50% of the trials
(Fig. 1B,C). Observers were then required
to indicate whether they believed the tar-
get was present in the scene stimulus using
an 8-point confidence scale. Mean behav-
ioral performance for target detection was
80.0%; significantly greater than chance
(50%) performance (t(11) � 26.5; p ��
0.05). Importantly, unknown to partici-
pants, target-absent images were deliber-
ately selected to contain a contextual
location that was lateralized either toward
the left or right half of the image (Fig. 1B).
An independent measure of human expec-
tations about contextual locations was ob-
tained by having 100 separate observers

select the most likely target location for each target-absent image.
Figure 4A shows examples of selections (yellow dots) for two images.
We assigned a context label (left or right) based on the image hemi-
field containing the majority of selections from the 100 observers.
Figure 1C shows examples of target present images.

Decoding left versus right contextual locations in scenes
We applied an MVPA (regularized LDA, RLDA; Duda et al., 2000) to
the fMRI voxels from ROIs defined by retinotopic and functional
localizer scans (Fig. 2) to predict the labels of the hemifield (left or

Figure 1. Experimental design. A, Example time line of a single trial. Observers responded with their decision confidence
whether the cued target object was present or absent using an 8-point confidence scale. To dissociate decision from motor
responses we presented a color cue (red square or green triangle), randomized on a trial-to-trial basis, which indicated the
mapping between the observer’s hands and the confidence rating. B, Target-absent images were deliberately selected to contain
a contextual location that was lateralized either toward the left (i, iii) or right (ii, iv) of the image. C, Examples of target present
stimuli.
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right) contextually relevant to the cued targets that were absent in the
images. Figure 3A shows the MVPA performance for a single trial
analysis (area under the receiver operating characteristic curve,
AUC) discriminating between the left and right contextual locations
for single trials. Of all the ROIs, LOC showed the highest discrimi-
nation performance followed by RSC and IPS. Only LOC reached
statistical significance (p � 0.01, false discovery rate corrected;
FDR). Figure 3B also shows MVPA performance after averaging the
fMRI response of eight trials. Results are consistent with the single
trial analysis, but with trial averaging performance in RSC and IPS
also reached statistical significance (p � 0.01 FDR).

Correlation between inherent contextual guidance in an
image and observer ensemble
neural activity
We also investigated whether there was a
relationship between the amount of con-
textual guidance inherent in individual
images and the neural activity that each of
these images elicit across observers. We
quantified the inherent contextual guid-
ance in an image by using the context se-
lections of the 100 independent observers.
If the activity in LOC for a given image
reflects inherent amounts of contextual
guidance in that image, then we might ex-
pect that certain images for which the ma-
jority of the 100 independent raters agreed
on the likely target location might elicit a
consistent neural response in LOC across
a majority of observers’ brains. We took
the proportion of context selections from
the observers falling into one image side
(right vs left from the vertical center line)
as a quantitative measure of the inherent
contextual guidance of the image (e.g., 0.6
of the selections falling in the right hemi-
field of the image would be low inherent
guidance content). We correlated the pro-
portion of context selections with the pro-
portion of MVPAs from all observers
predicting a contextual location on the
right side of the image (see Fig. 4 for
LOC). Figure 4B shows that there is a
reliable relationship between the en-
semble brain activity (as quantified by the
MVPA) and the amount of contextual
guidance as defined by the proportion of lateralized selections.
Even though the correlations reached statistical significance for a
number of areas (V1, V3v, LOC, hMT�, RSC, IPS) the areas
showing the strongest correlations (LOC, RSC, and IPS) are the
same as those which give significant above chance prediction of
contextually relevant image hemifield (Fig. 3).

Scene context for open space versus closed space scenes
Previous studies have shown that some areas can discriminate
scene type and also whether the scene contains an open space
versus a closed space (Kravitz et al., 2011; Park et al., 2011) In this
analysis we evaluated whether there was interaction between the
areas coding context and the scene type (open vs closed). We used
10 independent observers to rate our scenes as open or closed. Of
the 320 target absent images, 162 were rated as closed, 158 were
considered open scenes. We verified using MVPA that, as in pre-

vious studies (Kravitz et al., 2011), PHC was able to discriminate
open versus closed scenes (AUC � 0.598, p � 0.01 FDR). We
then evaluated whether MVPA performance in LOC predicting
context varied for open versus closed scenes (Fig. 5A). MVPA
performance predicting the contextual location (Fig. 5A) was not
significantly different for open space scenes versus close space
scenes (Kravitz et al., 2011). Examples of the subcategories are
shown in Figure 5B.

Global scene properties versus object– object co-occurrence
To assess whether context defined by global scene properties (Fig.
5A) or object– object co-occurrence (Mack and Eckstein, 2011)
(Fig. 5A, object– object) are mediated by similar or different neu-
ral mechanisms, we separated the images into these two types of
statistical regularities using the majority opinion of 12 indepen-
dent raters. Although the definitions of these two categories are

Figure 2. ROIs defined by retinotopic and functional localizer scans.

Figure 3. MVPA discrimination performance between the left and right contextual locations for the main study (red columns)
and the saliency control study (blue columns). MVPA results are shown for both single trial (A) and eight average analyses (B). Error
bars indicate SEM. Area LOC is significantly above chance ( p � 0.01; FDR corrected) for the single trial analysis (A) while areas LOC,
RSC, and IPS are significantly above chance ( p � 0.01; FDR corrected) for the eight-trial average analysis. † indicates significance
at p � 0.01; FDR corrected.
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not unequivocal, we described and illustrated to the raters the
two types of images by showing an example in which context was
defined by the presence of another spatially localized object and
global scene properties in terms of the general structure of the
scene and not a specific object per se (Fig. 5B). Of the 320 target
absent images, using a majority opinion, 147 images were classi-
fied as object– object co-occurrence and 154 as global scene
properties. There were 19 images in which there was a tie across
raters; these images were excluded from the analysis. Of the 320
target absent images, 181 images were classified with a 90% agree-
ment across raters. We then assessed the MVPA performance
discriminating context (left vs right) in these two sets of images.
Figure 5A shows similar (p � 0.46) MVPA performance across
image sets suggesting that LOC might mediate both types of con-
textual information. A reanalysis using only images for which
there was a consensus across raters about the category of the
image yielded similar results.

Eye movements and response times
One possible concern is that the results might be caused by invol-
untary eye movements toward the contextual location of the im-
ages, even though observers were instructed to maintain central
fixation during the trial. Eye position was monitored for 10 of the
12 observers and the data show that observers were successful at
maintaining central fixation for a majority of the trials. Specifi-
cally, during the 800 ms period from the onset of the cue word to
the end of the presentation of the scene, fixations � 2° from
central fixation occurred in 5.7% of the trials (averaged across
observers). If the whole trial was considered (�5 s), observers

moved their eyes �2° from central fixa-
tion on 13.6% of the trials. To evaluate
whether differential eye movement across
context left versus right images could ac-
count for our results, we quantified two
additional eye movement behaviors. First,
the mean number of eye movements (av-
eraged across the 10 observers) was 3.7 �
0.67 for trials for which images with the
contextual location on the left and it did
not differ significantly from the 3.96 �
0.67 mean movements for those with
the contextual location on the right
( p � 0.850; paired t test). Second, the
mean saccade amplitude was 2.70 �
0.34 degrees for images with the context
on the left and it did not differ signifi-
cantly from the 2.68 � 0.33 mean am-
plitude for images with context on the
right ( p � 0.323; paired t test). Finally,
an MVPA applied to the eye position
data for each observer could not reliably
predict the contextual hemifield (aver-
age AUC � 0.513), suggesting that the
fMRI results cannot be explained by eye
movements toward the contextual
locations.

We also investigated the possibility
that differential response times (RT) for
context-left versus context-right images
might mediate the differences in pat-
terns of BOLD activity. However, the
RTs were not statistically significant
(target-absent context right mean RT
across observers � 1.18 s; target-absent

context left mean RT across observers � 1.20 s; p � 0.147;
t(11) � 1.56).

Experiment 2
To verify that the measured neural activity is related to the spatial
location of objects/features that are predictive of the location of
the searched target and is not due to physical low-level differences
across images, we ran a separate study that used the same set of
images but made context behaviorally irrelevant. Six new observ-
ers viewed the same images but were instructed to indicate the
side of the image that contained the most salient region or fea-
tures. If our measured patterns of neural activity in the main
target-search experiment were driven by contextual information
then the MVPA accuracy should be close to chance predicting the
contextually relevant hemifield when observers are engaged in a
different task for which context is irrelevant. Figure 3A shows that
MVPA accuracy is near chance (for all areas p � 0.3; e.g., LOC,
p � 0.744) when observers searched for the most salient region in
the image. Furthermore, averaging voxel activity across eight tri-
als in the MVPA test phase does not improve MVPA accuracy and
does not result in any statistically significant results (for all areas
p � 0.5; e.g., LOC, p � 0.848). Figure 4B also shows that the when
context is behaviorally irrelevant the correlation between the pro-
portion of selections in one image hemifield and the MVPA scalar
responses were not significantly different from zero for all areas
(for all areas p � 0.5; e.g., LOC, p � 0.602). To demonstrate that
the lack of a significant result in Experiment 2 is not related to a
lower statistical power given the fewer observers participating in

Figure 4. A, Scatter plot showing the relationship between the proportion of observers’ contextually relevant selections (n �
100) that fell into the right image hemifield and proportion of MVPA classifiers’ AUC (area LOC) across 12 brains predicting that the
contextual location was on the right side of the image. B, Correlations for all ROIs for the same analysis I (A) for all ROIs including
results for the saliency control experiment. Areas V1, V3v, LOC, hMT�, RSC, and IPS show significantly above-chance correlations
( p � 0.01; FDR corrected). Error bars indicate SEM. † indicates significance at p � 0.01; FDR corrected.
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Experiment 2 versus Experiment 1 (n � 6 vs n � 12) we con-
ducted a bootstrap resampling analysis of the data from Experi-
ment 1. We created 5000 bootstrap samples by selecting 6
subjects from the pool of 12 (with replacement) and calculated
the t statistic for the MVPA scene context discrimination perfor-
mance of the group of 6 selected subjects against chance. Then by
calculating the proportion of bootstrap samples (from the distri-

bution of 5000) whose t statistic was less than the observed t
statistic for the 12 subjects (a Monte Carlo test; Efron and
Tibshirani, 1993) we determined whether the discrimination ac-
curacy for 6 subjects was significantly less than for 12. We found
that in no areas was the discrimination accuracy significantly less
for 6 subjects compared with 12 (for all areas p � 0.2; e.g., LOC,
p � 0.200).

Discussion
The neural representation of scene context
Synthetic cues predictive of a target location modulate activity
throughout visual cortex (Corbetta et al., 1990; Brefczynski and
DeYoe, 1999; Gandhi et al., 1999; Maunsell and Cook, 2002;
Carrasco, 2006, 2011) but areas in the frontoparietal attention
network, which include the frontal and supplementary eye fields
(FEF, SEF) and an area in the IPS (Kastner et al., 1998; Corbetta et
al., 2000; Hopfinger et al., 2000; Corbetta and Shulman, 2002;
Yantis et al., 2002; Giesbrecht et al., 2003; Kelley et al., 2008; Ptak,
2012) are believed to be the source of the cue-related modulation
in activity in the visual areas (Silver et al., 2005). However, no
study has demonstrated its involvement in contextual guidance
in real scenes. Our results suggest that IPS encodes the spatial
location of areas within the scene that are contextually relevant to
the target being searched for. However, much stronger effects
were found in the LOC. Furthermore, when focusing on individ-
ual images the MVPA decision variable in IPS, LOC, and RSC
(and to a lesser degree other areas including V1, V3v, and hMT�)
were positively correlated with the amount of contextual guid-
ance in an image independently quantified by the explicit context
judgments of 100 independent observers. Our eye position con-
trol analyses confirm that the MVPA BOLD results cannot be
accounted for by eye movements (Konen and Kastner, 2008). In
addition, to disambiguate possible contributions of differences in
varying low-level features between the contextually relevant and
irrelevant halves of the images, we conducted a control experi-
ment that used the same images but for which new observers had
to decide which side of the image contained the most salient
region. In the control condition, MVPA analysis did not predict
contextual locations from activity in all areas including LOC and
IPS, suggesting that our main results cannot be attributed to
low-level physical differences between right and left halves of the
images. There were also no significant differences in response
times between trials for which the contextual location was later-
alized on the right versus the left side of the image.

The ability to decode coarse locations of contextually relevant
regions of the image from activity in LOC and IPS is consistent
with previous studies showing that these areas have a retinotopic
organization (Wandell et al., 2007; Silver and Kastner, 2009).
Utilization of context to guide search in real scenes requires pro-
cessing of objects and places and subsequent orienting of atten-
tional processes to the likely target location. Thus, our results
suggest that activity across object (LOC), scene (RSC), and atten-
tion areas (IPS) may mediate contextual guidance of search, per-
haps comprising a scene context network. One possible scenario
is that neural activity in LOC and RSC in response to objects and
scene regions that are likely to co-occur with the searched target is
modulated by higher level areas including the medial prefrontal
cortex (Greicius et al., 2009). The location of the predictive ob-
jects and scene areas might then be relayed from LOC to the
frontoparietal network, including IPS, which then directs atten-
tion to the contextually relevant location. Based on the location
information, IPS, which has been shown to represent target de-
tection in real scenes (Guo et al., 2012), might increase target-

Figure 5. A, MVPA performance (AUC) predicting the contextual location of subsets of im-
ages containing contextual information based on scene context or object– object co-
occurrence, or images with open or closed scenes (B). Images were classified based on the
majority opinion of 10 raters. There is no significant difference between the subcategories’ AUC
( p � 0.5; FDR corrected). Error bars indicate SEM.
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related activity at the contextual locations likely to predict the
presence of the target, a computation that can approximate op-
timal Bayesian (Torralba et al., 2006; Gold and Shadlen, 2007;
Eckstein et al., 2009).

An alternative interpretation is that IPS modulates activity in
LOC. Although the interactions between IPS and LOC are not
fully understood, a recent study looking at the increased LOC
activity for interacting objects relative to noninteracting objects
also considered the possible effects of attentional feedback from
IPS to LOC (Kim and Biederman, 2011; Kim et al., 2011). They
showed that transcranial magnetic stimulation (TMS) of LOC,
but not IPS abolished a behavioral facilitation (in the absence of
TMS) in identifying interacting objects compared with noninter-
acting depictions (Kim et al., 2011). This result indicates that the
neural activity in LOC has a functional role in identifying object
relationships (Kim et al., 2011) and suggests that context-related
activity in LOC in the present study is integrated by IPS to direct
attention and is not solely the result of feedback from the IPS.

Roles of the parahippocampal and retrosplenial cortices in
processing scene context
A finding of interest is that PHC did not predict the location of
scene context. PHC preferentially responds to scenes (Epstein
and Kanwisher, 1998; Greicius et al., 2009), visuospatial structure
of individual scenes (Epstein and Higgins, 2007), contextual as-
sociations across objects (Bar, 2004; Bar et al., 2008), and spatial
congruency across two objects (Gronau et al., 2008). However,
contextual associations across objects would not suffice to pro-
vide contextual guidance during search. In complex scenes, many
objects appear that are contextually related with varying degrees
of strength and it is unclear how the current understanding of
PHC responses to associated objects would guide search in real
scenes. Furthermore, PHC contextual association activity is trig-
gered by the simultaneous presentation of two objects that are
related while contextual guidance during search (and the differ-
ential LOC activity in our experiment) occurs even if there is only
one object present in the scene that is spatially associated to a
searched target object that is absent. In addition, contextual guid-
ance requires explicit encoding of the spatial location of the con-
textually relevant regions or object(s) that has not been observed
in PHC in the current or previous studies.

An additional analysis used MVPA to show that PHC could
reliably discriminate between open versus closed scenes replicat-
ing previous results (Kravitz et al., 2011). This result is important
because it suggests that the inability to predict the likely location
of searched objects from PHC in our study cannot be attributed
to inappropriate localization or segmentation of PHC.

Our results also show an ability to decode context location
from RSC (Epstein and Kanwisher, 1998; Yi and Chun, 2005;
Epstein and Higgins, 2007; Henderson et al., 2008), although
these effects were much weaker than those obtained from LOC. A
representation of scene context in RSC is consistent with an in-
terpretation that RSC supports processes that allow scenes to be
localized within a larger extended environment (Epstein and
Higgins, 2007) and a viewpoint-invariant scene representation
used to create a more integrative cognitive map of the environ-
ment (Park and Chun, 2009).

Scene context effects in lower visual areas
In addition to the effects in LOC, IPS, and RSC, small but signif-
icant effects were found for the correlations between the discrim-
ination performance of the areas V1, hMT�, and V3v and the

degree of contextual guidance in the scenes. Unlike our interpre-
tation of the activity in LOC, we argue that these results reflect the
effects of feedback from IPS (Bisley, 2011) based on numerous
previous studies. Attentional enhancement of neural activity in
monkey middle temporal area has been shown to follow modu-
lations of responses in LIP (Saalmann et al., 2007). In addition,
Granger casualty analysis of human BOLD responses (Bressler et
al., 2008) and the application of TMS (Ruff et al., 2008) also
suggest top-down effects exerted by IPS on the BOLD response of
lower visual areas (V1– hV4).

Object– object co-occurrence versus global scene properties
Recently, scene context has been categorized in terms of scenarios
in which an object is predictive of the location of the target (ob-
ject– object co-occurrence) (Castelhano and Heaven, 2011; Mack
and Eckstein, 2011) or those in which the general features or the
scene gist guides search (e.g., search for an airplane can trigger an
eye movement toward the top of the image if the image is recog-
nized as a downtown city scene). We evaluated whether the abil-
ity of LOC to predict contextual location varied for these two
categories of scene context. We might have expected to obtain a
higher performance predicting context for object– object co-
occurrence given LOC’s specialization for processing objects
(Grill-Spector et al., 2000; Kourtzi and Kanwisher, 2001). In-
stead, our results show that LOC activity was equally predictive of
contextual locations for both object– object co-occurrence and
general scene properties. The result is consistent with recent find-
ings showing LOC’s activity to scenes can be related to a compos-
ite of the individual activity to objects composing the scene
(MacEvoy and Epstein, 2011).

Multifunctionality of LOC during search
Our findings support the current view that LOC does not simply
encode object categories but also represents the functional im-
portance of objects for an impending search task including mod-
ulation of activity of a searched target (Peelen et al., 2009),
preparatory patterns of activity representing the search object
(Peelen and Kastner, 2011), and suppression of activity to dis-
tractor objects (Seidl et al., 2012). Our current results demon-
strate that LOC activity in response to objects or scene regions is
altered if these are predictive of the search target suggesting that
LOC might be critical in contextual guidance during search
which is arguably one of the most important strategies used by
humans to allow for efficient visual search.
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