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Conflicts between Local and Global Spatial Frameworks
Dissociate Neural Representations of the Lateral and Medial
Entorhinal Cortex
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Manipulation of spatial reference frames is a common experimental tool to investigate the nature of hippocampal information coding and
to investigate high-order processes, such as cognitive coordination. However, it is unknown how the hippocampus afferents represent the
local and global reference frames of an environment. To address these issues, single units were recorded in freely moving rats with
multi-tetrode arrays targeting the superficial layers of the lateral entorhinal cortex (LEC) and medial entorhinal cortex (MEC), the two
primary cortical inputs to the hippocampus. Rats ran clockwise laps around a circular track partitioned into quadrants covered by
different textures (the local reference frame). The track was centered in a circular environment with distinct landmarks on the walls (the
global reference frame). Here we demonstrate a novel dissociation between MEC and LEC in that the global frame controlled the MEC
representation and the local frame controlled the LEC representation when the reference frames were rotated in equal, but opposite,
directions. Consideration of the functional anatomy of the hippocampal circuit and popular models of attractor dynamics in CA3 suggests
a mechanistic explanation of previous data showing a dissociation between the CA3 and CA1 regions in their responses to this local–
global conflict. Furthermore, these results are consistent with a model of the LEC providing the hippocampus with the external sensory
content of an experience and the MEC providing the spatial context, which combine to form conjunctive codes in the hippocampus that
form the basis of episodic memory.

Introduction
The entorhinal cortex and hippocampus are crucial for forming
episodic memories in humans and episodic-like memories in an-
imals (Scoville and Milner, 1957; O’Keefe and Nadel, 1978;
Squire, 1987; Cohen and Eichenbaum, 1993). The medial ento-
rhinal cortex (MEC) and lateral entorhinal cortex (LEC) provide
the primary cortical input to the hippocampus. MEC cells fire in
patterns of repeating, triangular grids that tile the environment
(Hafting et al., 2005), show head-direction tuning, or fire along
environmental boundaries (Sargolini et al., 2006; Savelli et al.,
2008; Solstad et al., 2008). In contrast, LEC cells show little spatial
tuning in an empty, open field (Hargreaves et al., 2005; Yoga-

narasimha et al., 2011), but the tuning becomes strongly en-
hanced in the presence of discrete objects, showing spatial firing
fields and “memory” for locations previously occupied by objects
(Deshmukh and Knierim, 2011). Correspondingly, animals with
lesions to the MEC and LEC show deficits in spatial and object–
place/object– context processing, respectively (Van Cauter et al.,
2013; Wilson et al., 2013). In support of episodic memory, the
hippocampal formation may combine external sensory input
from the LEC with a self-motion-based spatial framework from
the MEC to generate context-specific memories of items in place
or events in context (although a partial integration of these
streams may occur before the hippocampus; Furtak et al., 2012)
(Fig. 1A).

Principal neurons in the hippocampus preferentially fire
when an animal moves through specific locations (O’Keefe,
1976). Early experiments suggested that the location-specific fir-
ing of these place cells was controlled by distal landmarks
(O’Keefe and Conway, 1978). However, local surface cues and
boundaries exert a powerful influence on place cells and spatial
behavior (Shapiro et al., 1997; Zinyuk et al., 2000; Brown and
Skaggs, 2002; Knierim, 2002; Renaudineau et al., 2007). When an
apparatus is translated relative to a global framework, the local
frame of reference dominates over the global framework in the
control of place cells and behavior (Knierim and Rao, 2003;
Hamilton et al., 2008; Siegel et al., 2008). When the global and
local cues are rotated relative to each other, the local cues can
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dominate if they are salient enough (Shapiro et al., 1997; Brown
and Skaggs, 2002; Knierim, 2002; Renaudineau et al., 2007).
Thus, the common dogma that place cells and hippocampus-
dependent spatial learning are primarily dependent on global/distal
landmarks is no longer tenable (Knierim and Hamilton, 2011).

It is unknown whether information about local and global
cues is transmitted to the hippocampus via different pathways. In
the “double-rotation” protocol (Shapiro et al., 1997; Knierim,
2002), salient local and global cues are rotated in opposite direc-
tions. Using this protocol, Knierim (2002) showed that the global
and local reference frames could simultaneously control CA1
place fields. Zinyuk et al. (2000) have shown similar simultaneous
representations of local and global reference frames in rotating
arenas. In the present experiment, we tested the hypothesis that
information about the global framework was transmitted to the
hippocampus by the MEC and information about the local
framework was transmitted by the LEC.

Materials and Methods
Subjects and surgery. Seven male, Long–Evans rats (5– 6 months old,
500 –750 g; Charles River Laboratories) were housed individually, ex-
posed to a 12 h light/dark circadian cycle (lights off at 12:00 P.M.), and
had ad libitum access to water and food. When rats had been habituated
for �14 d, a custom-built recording drive that contained 20 indepen-
dently moveable tetrodes (18 tetrodes and two references) was surgically
implanted over the right hemisphere. In four rats, the drives were im-
planted vertically to target the MEC, with the most posterior electrode of
the circular array (�1.5 mm diameter) positioned 600 – 800 �m anterior
to the transverse sinus and 4.8 –5.0 mm lateral to the midline. In three
rats, the drives were implanted at a 25° lateral angle to target LEC, with
the middle of the circular array at coordinates 3.2– 4.6 mm lateral and
7.2–7.7 mm posterior to bregma. All surgeries were performed under
aseptic conditions, in compliance with National Institutes of Health
guidelines and approved by the Institutional Animal Care and Use Com-
mittee at the University of Texas Health Science Center at Houston.

Training and recording. Rats recovered from the surgical procedure for
5–7 d, and then their body weights were reduced to 80 –90% of their

free-feeding weight. After a daily session of ad-
vancing tetrodes, rats were trained in a cue-
controlled environment to run laps clockwise
(CW) around a circular track (outside and in-
side diameters of the track were 76 and 56 cm,
respectively). The track, which was centered in
a black-curtained enclosure with six salient
cues located at the periphery, was divided into
four 90° segments that were textured with dif-
ferent materials (Fig. 1B). A white-noise gener-
ator was centered under the table to help mask
external auditory cues. During the initial train-
ing sessions, chocolate sprinkles were dis-
persed around the track, and the rats were
trained to continuously navigate CW for the
reward. A cardboard panel was placed in front
of the rat if it attempted to move counterclock-
wise (CCW) until it reversed directions and
continued circumnavigating CW. As behavior
progressively improved, the reward was even-
tually reduced to one to two random locations
on the track per lap. Training continued in this
environment until units were detected and ex-
periments were initiated. For MEC and LEC
rats, training lasted on average 12 and 11 d,
respectively.

On experimental days, a baseline session,
lasting 20 –30 min, was recorded before the
start of the experiment. The baseline session
consisted of periods when the rat slept or was
resting quietly in its holding dish. During be-

havioral sessions, rats ran five track sessions (Fig. 1C). Track sessions
consisted of three standard sessions (STD; local and global cue relation-
ship remained constant) interleaved with two mismatch sessions (MIS;
local and global cues were rotated by equal amounts but in opposite
directions, producing mismatch angles of 45°, 90°, 135°, or 180°). For
example, a 180° mismatch represents a 90° CCW local cue rotation plus a
90° CW global cue rotation. Mismatch angles were chosen in pseudoran-
dom order. All experiments concluded with a 20 –30 min baseline session
to assess the stability of the recordings compared with the pre-
experiment baseline session.

Electrophysiological recordings. A Cheetah Data Acquisition System
(Neuralynx) concurrently obtained up to 72 channels (18 tetrodes) of
single-unit data and 21 channels of local field potential (LFP) activity.
Neural signals were detected simultaneously on four fine microwire elec-
trodes (12 �m gold-plated nichrome) that were wound together to form
a tetrode. The signals were amplified 2000 –10,000 times and filtered
between 0.6 and 6 kHz (for units) or between 1 and 475 Hz (for LFP). The
spike waveforms were sampled for 1 ms at 32 kHz, whereas LFPs were
continuously sampled at 1 kHz. The rat’s position was tracked with an
overhead camera recording a circular array of light-emitting diodes (red
and blue) positioned over the head of the rat and a 13 cm extension
behind the head with additional diodes (green) at 30 Hz.

For all tetrodes targeting the entorhinal cortex, each tetrode position
was estimated from the total distance it was advanced after entering the
brain. Additional insight was provided by the number of times each
tetrode passed through regions with multiple units and regions that were
relatively quiet (signaling transitions between gray and white matter), as
well as the changing patterns in LFP activity. The presence of theta
rhythm in the LFP and units with grid-cell activity (on some tetrodes)
indicated that tetrodes were in the MEC area. After each day of recording,
tetrodes were advanced �120 �m to sample different cells across the
multiple days of recording. Smaller movements were not considered
sufficient to ensure new samples of independent cells. Experiments con-
cluded after all tetrodes stopped detecting cells, which indicated that
tetrodes were in layer I. For MEC, theta phase reversal also indicated that
tetrodes were in or near layer I (Alonso and García-Austt, 1987a,b). For
MEC, experiments concluded after 2–10 d. For LEC, experiments con-
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Figure 1. Experimental design. A, Simplified schematic illustrating the information flow through the hippocampal formation.
The MEC, in conjunction with postrhinal cortex, retrosplenial cortex, anterior dorsal nucleus of the thalamus (ADN), and the
presubiculum and parasubiculum, may carry a path integration signal to the hippocampus, oriented by the global cues in the
environment. The LEC, in conjunction with the perirhinal cortex, may convey local, external sensory input to the hippocampus. B,
Recording environment. C, One day of the experimental protocol consisted of three standard sessions interleaved with two
cue-mismatch sessions. The mismatch angles depicted are 180° and 45°.
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cluded after 10 –22 d. Final recording site localization was determined
using histological analysis (see below).

Unit isolation. Multiple waveform characteristics (i.e., spike amplitude
peak, area under the waveform, and valley depth) recorded simultane-
ously on the four wires of a tetrode were used to isolate single units offline
with a custom, interactive software program (WinClust, a Windows-
based program modeled on the XClust software originally designed by
M. Wilson, Massachusetts Institute of Technology, Cambridge, MA).
The isolation quality of a cell was rated on a subjective scale from 1 (very
good) to 5 (poor) depending on the distance each cluster was separated
from other clusters and from background noise. Cluster isolation was
judged before examining any of the behavioral firing correlates of the
cells. All cells rated as fair or better (categories 1–3) were potentially
included in all analyses (for specific inclusion criteria, see below, Data
analyses).

Data analyses. All analyses were performed on data that excluded off-
track firing by filtering the data to include only spikes occurring within
the boundaries of the track. To remove behavioral periods when the rat
was immobile, all samples in which the rat’s velocity was �1 cm/s were
also excluded. Circular, two-dimensional (2D) data were linearized by
transforming the 2D locations of the rat into units of degrees on the track,
and the mean firing rate of every cell was calculated for every one degree
of the track. The linearized firing rate maps were smoothed using a
Gaussian smoothing algorithm (� � 5.34°). After removing off-track
firing and velocity filtering the data, cells that fired 20 spikes or more in at
least one track session and had a mean firing rate �10 Hz were consid-
ered active excitatory cells and were included in the quantitative analyses.

For any cells that met the inclusion criteria in the standard and mis-
match sessions (excluding the cells with firing that appeared or disap-
peared in the mismatch session), the direction and angular distance that
the rate map rotated was determined. The linearized rate map in the
standard session was correlated with the linearized rate map for the mis-
match session. The mismatch session rate map was then rotated in incre-
ments of 5° and correlated with the standard session rate map at each
rotation increment. The rotation producing the highest Pearson’s
product-moment correlation indicated the amount that the firing loca-
tion was rotated.

The cellular response was categorized for all cells that met criteria in
either the preceding standard or mismatch sessions. The responses of
individual cells were separated into five types. The categories “appear”
and “disappear” were based on the number of spikes a cell fired in the
standard and mismatch sessions. If a cell fired �20 spikes in the standard
session but not in the mismatch session, it was classified as disappear. If it
fired �20 spikes in the mismatch session but not in the standard session,
it was classified as appear. For the remainder, cells with high maximum
correlations (r � 0.6) at locations corresponding to a clockwise or coun-
terclockwise rotation were classified as CW or CCW, respectively. If the
maximum correlation between the standard and mismatch session was
below 0.6, cells were considered ambiguous.

Population correlation matrices of spatial activity were created by con-
structing population firing rate vectors at each of the 360 locations on the
track for any cell meeting criteria in either of the two sessions being
correlated (Fig. 2A). The firing rate vectors for each bin of the standard
session were correlated with the firing rate vectors for each bin of either
the mismatch session or the subsequent standard session using a Pear-
son’s product-moment correlation. This produced a 360 � 360 correla-
tion coefficient matrix that was partitioned into regions associated with
CW (global cue) or CCW (local cue) rotations (Fig. 2F ). A band of high
correlation located in either region shows that the population of cells
rotated their firing location coherently in the corresponding direction.
To quantify the location of each band, the mean correlation was calcu-
lated for each diagonal of the correlation matrix and represented as polar
plots (Fig. 2F ). For every region and mismatch angle, the peak mean
correlation and the corresponding angle were determined for all STD
versus STD and STD versus MIS matrices. To measure the directional
strength of the correlation polar plots, the mean vector was calculated by
summing the vectors corresponding to the distance and direction from
the origin to each of the 360 1° bins of the polar plot and dividing the
length of the summed vector by 360.

To show that the locations of the peak correlations did not occur by
chance at the angles corresponding to the local or global cue rotations,
four different shuffling procedures were used, in which the columns,
rows, bins, or positions of the mismatch session population correlation
matrices were randomly shuffled (Fig. 2B–E) (Louie and Wilson, 2001).
For the row shuffle, the 360 positional firing rate vectors of the mismatch
session matrices were randomized. For the column shuffle, the cell iden-
tities were arbitrarily shuffled. For the bin shuffle, all of the position bins
for each of the cells were randomized. For the positional circle shuffle,
each rate map was circularly shifted CW by a random amount (minimum
of 5°) for every cell. After each transformation, population firing rate
vectors were created from the randomized data and correlated to the
population firing rate vectors from the preceding standard session. The
average correlation along each diagonal of the matrix was calculated to
create 1D correlation graphs as described above. From these 1D graphs,
the mean correlation was calculated for the bins that corresponded to
the rotation angle (�10 bins) for each of the global and local sets of cues.
The shuffling procedure was repeated 1000 times for each shuffle type.
The location of the peak of the actual data was considered significant at a
conservative � � 0.01 if �10 of the mean correlations from the 1000
repetitions of the shuffled data were greater than the score from the
actual (unshuffled) data.

Statistical analyses were run in Excel (Microsoft), MATLAB (Math-
Works), or Statistica (StatSoft). Circular statistics were calculated using
functions from the MATLAB circular statistics toolbox. All statistical
tests were two tailed with an � level of 0.05, unless otherwise stated.

Histological procedures. Marker lesions were performed on a subset of
tetrodes (10 �A of positive current for 10 s) after the completion of these
experiments. Lesions were used to help identify tracks during histological
reconstruction. The following day, rats were killed with an overdose of
pentobarbital sodium/phenytoin sodium (Euthasol) and then perfused
through the heart with formalin. Brains were sliced (40 �m) in the cor-
onal (LEC rats) or sagittal (for MEC rats) planes with a freezing mi-
crotome, mounted on microscope slides, and stained with cresyl violet.
Images of sections were captured with a Moticam 2000 camera (Motic
Instruments) that was attached to a Motic SMZ-168 stereoscope and
saved as high-resolution JPEG files on a Dell computer. Electrode tracks
and the tetrode that generated them were identified and assigned to a
brain region based on the final location of the tetrode tip. To determine
the anatomical layer for MEC and LEC, the distance traveled before the
final placement of the tetrodes was calculated, assuming 15% shrinkage
from histological processing.

Results
To test whether the MEC and LEC segregate information about
the local and global reference frames, we recorded single-unit
activity from seven rats with multi-tetrode arrays targeting the
superficial layers (the hippocampal input layers) of the MEC
(four rats) and the LEC (three rats) (Fig. 3A,B). Rats circumnav-
igated CW a track with prominent local cues, located in the center
of a black-curtained, circular environment containing six global
cues (standard session) (Knierim, 2002). Neural recording ses-
sions consisted of three standard sessions interleaved with two
mismatch sessions. Mismatch sessions involved rotating the
global cues CW and the local cues CCW by the same amount, for
net cue mismatches of 45°, 90°, 135°, and 180°. Analyses were
restricted to active, putative excitatory cells, which were defined
as cells with a mean firing rate �10 Hz and that fired at least 20
spikes during at least one session (Fig. 3C,D). The mean firing
rate never exceeded 5 Hz for any of the cells in LEC, whereas the
mean firing rate of 13 MEC cells exceeded 10 Hz, a pattern that
replicates the findings of Deshmukh and Knierim (2011). During
the first standard session of the day, 77% of LEC (44 of 57) and
80% of MEC (77 of 96) units met inclusion criteria. A previous
report (Yoganarasimha et al., 2011) on a subset of these data (i.e.,
the data from the first standard session of the day) showed that
the LEC representations were spatially nonspecific, whereas the
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MEC representations showed significantly more spatial modula-
tion (Fig. 3E,F; Mann–Whitney U test, rank sum � 1450, p �
1010). The recording sites spanned the lateral–medial axis of the
LEC and the posterodorsal–anteroventral axis of the MEC,
corresponding to the projection zones to the dorsal–ventral
hippocampus in both regions (for histology pictures, see Yo-
ganarasimha et al., 2011, their Fig. 2).

To compare the responses of the entorhinal input directly to a
previously published report of CA1 and CA3, we used the same
types of analyses as the previous paper (Lee et al., 2004). Thus,
although the LEC does not show strong spatial tuning and the
MEC cells often had multiple firing fields on the track, the spikes
from these cells were still the primary cortical drive underlying
the spatial responses of individual place fields in the downstream
dentate gyrus, CA3, and CA1 regions. Could the patterns of lo-
cal– global control of the place cells be revealed in similar controls
over the location-based rate maps of the less-specific input pat-
terns of the entorhinal cortex? The first analysis classified indi-

vidual cells according to their responses to the double-rotation
manipulation. These classifications create some arbitrary distinc-
tions between cells but are useful to compare with previous re-
sults from CA1 and CA3 (Lee et al., 2004) and to give an
appreciation of how individual cells respond to the manipula-
tions. Later analyses based on population data will provide added
support for the conclusions reported in this initial analysis.

Examples of MEC cell responses to the double rotation are
shown in Figure 4. Cell 1 had a firing field near the 5 o’clock
position on the track in the standard sessions (STD 1 and STD 2).
In the 45° cue–mismatch session, the firing field rotated slightly
CW, which indicated global cue control. A rotation correlation
analysis quantified the cue control (line graph to the right of the
rate maps). The mismatch rate map was correlated with the STD
1 rate map at each of 72 rotational increments (each rotation was
5°; see Materials and Methods). For cell 1, the graph shows that
the maximum correlation occurred when the rate map was ro-
tated 25° CW. We used a peak correlation magnitude criterion of
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B C D E
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C
ell
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Polar Plot

Figure 2. Data shuffling and reduction procedures for statistical analysis of correlation matrices. A, Illustration showing population correlation analysis for standard versus mismatch sessions.
B–E, To determine whether the peak magnitudes of the correlation matrices were greater than expected by chance, four different shuffling procedures were used on the mismatch data to create null
correlation matrices (Louie and Wilson, 2001). Shuffling the rows (B) kept each population vector intact but randomly redistributed the vectors to different locations on the track. Shuffling the
columns (C) kept the firing profile of each cell intact but randomly reassigned cell identifications. Randomly rearranging each bin in the mismatch data (D) completely randomized the dataset.
Circularly shifting the firing rate map of each cell (E) kept the firing profile and identification of each cell intact but shifted the rate map along the track by a random amount, thus creating new activity
vectors at each bin. F, Illustration showing regions of the population correlation matrices used to calculate the mean correlations for the 360 diagonals. Blue, green, red, and violet lines show regions
of the matrix used to determine mean correlations for diagonals 0°, 90°, 180°, and 270°, respectively. The shaded gray areas in the correlation matrix (diagonals 1°–179°) represent a local cue
response (L) (CCW rotation), whereas the black areas (diagonals 181°–359°) indicate a global cue response (G) (CW rotation). Averaging the correlation values of the 2D matrix along the diagonals
creates the 1D correlation curve in the middle. The curve presented here illustrates an idealized example (for a region with strong spatial firing) of a correlation curve between two standard sessions,
in which the highest correlation is along the 0° diagonal (demonstrating spatial stability between sessions) and the correlations decrease gracefully along adjacent diagonals. In STD–MIS
comparisons, peaks occurring along the gray portion of the curve would indicate local cue control of the representation, whereas peaks occurring along the black portion of the curve would indicate
global cue control. Transforming the Cartesian coordinates of the 1D correlation curve to a polar coordinate system created the polar plot shown at the right.
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0.6 (green line) to indicate that the rate maps were strongly cor-
related. This criterion was chosen as the value that best matched
experienced observers’ evaluations of whether two MEC or LEC
rate maps appeared similar to each other. Cells 1–5 all had peak
correlations �0.6 at rotation angles that indicated CW rotation
of the fields. Note that some cells had multiple fields (cells 2– 4),
indicating that they were likely to be grid cells. Although the
correlation analyses produced multiple peaks for these cells, a
single peak crossed the 0.6 correlation threshold, and thus the
fields were considered to have rotated CW on average. Some cells
(cells 6 and 7) had peak correlations that indicated CCW rota-
tion. Many MEC cells (e.g., cells 8 –12) had peak correlations
�0.6, and the cue control was thus considered ambiguous. The
ambiguity often resulted from a change in the number of firing
fields on the track between the standard and mismatch sessions
(e.g., cells 9 –11). The final response types consisted of cells that
met activity criteria for only one of the two sessions. For example,
cells 13 and 14 fired only a few spikes in the standard session but
developed strong firing fields in the mismatch session. Other cells
(data not shown) had firing fields in the standard session but were
silent in the mismatch session. For all such appear and disappear
cells, inspection of the tetrode cluster patterns in the baseline
sessions before and after the behavioral sessions showed that the
cells were present in both baseline sessions, indicating that the
appearance/disappearance of the fields was not an artifact of re-
cording instability.

Examples of LEC responses to the double rotation are shown
in Figure 5. Although most LEC cells showed poor spatial tuning,
a few cells showed spatial biases that were consistent across the
standard sessions. For example, cell 1 showed a disjointed spatial
pattern of firing that was similar across all standard sessions (the
STD 1 and STD 2 sessions of cell 1a and the STD 2 session of cell
1b; asterisks indicate that the STD 1 session of cell 1b is the same
as the STD 2 session of cell 1a). The correlation analyses indicated

that, for both mismatch sessions, the rate maps had high correla-
tions �0.6 at an angle that indicated CCW control by the local
cues. However, the large majority (�85%) of LEC cells showed
poor correlations at all angles, indicating an ambiguous response
(cells 2– 6). This ambiguity was not always attributable to the
complete absence of spatial tuning. Cells 4 and 5 are examples of
cells with consistent spatial biases in the standard sessions, but no
rotation angle produced a high correlation, indicating that the
mismatch sessions never matched the standard sessions.

Figure 6 shows the distribution of the different response types
for the MEC and LEC. The distribution of cell types was signifi-
cantly different between the areas (�2 � 31.8; p � 0.001). In both
areas, the most common response was ambiguous, accounting
for �80% of the LEC cells and �50% of the MEC cells. Only a
small number of cells were categorized as appear or disappear,
showing that both MEC and LEC cells tended to be active in both
sessions. Of most relevance to the present study, the cortical areas
showed an opposite trend as to whether the global or local cues
dominated the responses of the subset of cells that could be cat-
egorized as CW or CCW. In the LEC, eight cells were categorized
as CCW (local cue control) and only one cell was categorized as
CW (global cue control); this proportion was significantly differ-
ent from the null hypothesis that the number of CW and CCW
cells was equal (binomial test, p � 0.018). In contrast, in the
MEC, 14 cells were categorized as CCW and 46 as CW (binomial
test, p � 0.000015). The difference between the MEC and LEC in
the numbers of CW versus CCW cells was highly significant (�2 �
15.49; p � 0.001). Thus, although the number of cells that could be
categorized as having rotated their spatial firing patterns either CW
or CCW was a minority in both areas, the local cues dominated over
the global cues in the LEC sample, whereas the global cues domi-
nated over the local cues in the MEC sample.

The preceding analysis provided useful information about
how individual cells respond to the double-rotation manipula-
tion. However, the cell classification scheme leads to some un-
avoidably arbitrary assignments because of the need to set strict
criteria regarding minimum correlation values and minimum
number of spikes. As in our previous study of CA1 and CA3 (Lee
et al., 2004), we supplemented these analyses with an approach
that does not require classification of continuously varying re-
sponse profiles into predefined categories. To measure the pop-
ulation responses to the cue manipulations, spatial correlation
matrices were created from population firing rate vectors at each
location on the track (Fig. 2A). The mean firing rate of every cell
in the sample (normalized to its peak rate) was calculated for each
1° bin of the circular track to create 360 firing rate vectors. The
firing rate vectors of a standard session (STD 1) were correlated
with the firing rate vectors from either the immediately succeed-
ing mismatch session or the following standard session (STD 2).
The STD 1 versus STD 2 correlation matrices for MEC produced
a band of high correlation on the diagonal (Fig. 7A), showing that
most MEC cells fired at a similar location in both standard ses-
sions, which is consistent with the robust spatial representations
in this region (Hafting et al., 2005). In the STD versus MIS cor-
relation matrices, a band of high correlation was maintained for
the 45°, 90°, and 135° mismatches, but the band was primarily
degraded in the 180° mismatch. Importantly, the band of corre-
lation shifted upward with each mismatch amount (above the 45°
diagonal, represented by the dashed red line), indicating that the
global reference frame controlled the MEC representations (Fig.
2F ). The correlation structure of the MEC matrix became
increasingly degraded as the mismatch angle increased. In
contrast to MEC, every LEC correlation matrix appeared un-
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Figure 3. Characterization of entorhinal cell types. A, B, Histology examples show the loca-
tions of tetrodes targeting MEC (A) and LEC (B). Scale bars, 500 �m. Arrows indicate tips of
tetrode tracks. Recordings from MEC and LEC were located in regions that project to both septal
and temporal levels of the hippocampus. C, D, For all well-isolated MEC (C) and LEC (D) cells
recorded in the first standard session of the day, the mean firing rates (hertz; abscissa) and spike
widths (milliseconds; ordinate) were plotted to classify different cell types. Two distinct groups
of cells were observed in the MEC (putative principal cells with wider spikes and a mean firing
rate �10 Hz and putative interneurons with narrower spikes and a mean firing rate �10 Hz),
whereas only one group of cells was recorded in the LEC (firing rate �5 Hz). E, F, Histograms
show the spatial information scores based on 2D rate maps for the first daily standard sessions
of MEC (E) and LEC (F ) cells. These data are nearly identical to those in the study by Yoga-
narasimha et al. (2011), with slight changes in the cell count attributable to differences in
analysis inclusion criteria between the two studies.
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structured (Fig. 7B), suggesting that the spatially nonspecific
LEC representations (Hargreaves et al., 2005; Yoganarasimha
et al., 2011) showed considerable variability from one session
to the next, even in the STD 1 versus STD 2 comparisons (but
see next paragraph).

For quantitative analysis, the 2D correlation matrices were
reduced to 1D polar plots by calculating the mean correlation of
pixels in each of the 360 diagonals in the correlation matrices
(Fig. 2F). Figure 8A shows that the peak correlation for all MEC
STD 1 versus STD 2 correlation matrices (gray lines) occurred
near 0°, indicating the stability of the representations. For the
mismatch sessions (red lines), the peak correlation shifted CW as
the mismatch angle increased, corresponding to the amount of
the global cue rotation, which confirmed the global cue control
evident in the 2D matrices. For LEC, although most individual
cells showed poor spatial tuning and the 2D correlation matrix

did not show obvious structure, a small, local-cue-related signal
was revealed in the polar plots (Fig. 8B). The peak correlations for
the STD–STD plots (gray lines) were near 0, and for every mis-
match angle, the amount that the peak (green lines) shifted was
within 9° of the local cue rotation (although the LEC 135° graph
had a second peak that under-rotated the local cues). For both
MEC and LEC populations, the highest correlations corre-
sponded to the rotation (�9°) of one of the cue sets (LEC 45° �
26; LEC 90° � 44; LEC 135° � 76; LEC 180° � 90; MEC 45° �
342; MEC 90° � 317; MEC 135° � 290; MEC 180° � 274). The
chance of the polar plot’s peak occurring within 18° of 180° is 0.1;
therefore, the likelihood of all eight polar plots occurring within
18° of the corresponding cue rotation by chance is 0.1 8 � 10�8.

Although the polar plots showed a dissociation between the
MEC and LEC based on the control of global and local reference
frames, respectively, this effect might occur by chance if there was
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Figure 4. Examples of MEC cellular responses. Example spike (red points) and trajectory (gray line) plots of representative cells showing three consecutive sessions (standard, mismatch, and
standard). Numbers in the center of all mismatch sessions indicate the total mismatch angle. The gray and black arcs show the amount of the local and global cue rotations, respectively. The colored
boxes indicate the classification of the cell for the STD 1–MIS comparison: navy blue, CW rotation; cyan, CCW rotation; maroon, ambiguous response; and green, appearance of place field. To the right
of each set of place fields is a graph of the rotation correlation analysis between the STD 1 and MIS sessions. Correlations above 0.6 (green line) were considered strong enough to indicate an
unambiguous response to the mismatch. Peaks above 0.6 to the left or right of 180° (black vertical line) indicated that the fields rotated CW or CCW, respectively, in the mismatch session. For a
description of individual cells, see Results.
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some consistent bias in the correlation matrices. To control for
this possibility, four different shuffling procedures were used to
randomize the structure of the mismatch session matrix of each
region (see Materials and Methods). After shuffling the rows,
columns, bins, or positions of the mismatch session matrices
(Fig. 2B–E), the mean correlation for each diagonal of the 2D
correlation matrix was calculated as before. The mean correla-
tions from the bins corresponding to the local and global cue
rotation (�10 bins) were averaged and compared with the un-
shuffled data. Figure 9A shows the distributions of the 1000 iter-
ations of the circle-shuffled data (Fig. 2G) across all mismatch
angles. For each mismatch angle, the correlation value of the
unshuffled MEC data (Fig. 9A, red line) affiliated with the global
cues was above the shuffled distributions (p � 0.001). In con-
trast, the correlation value of the unshuffled MEC data corre-
sponding to the local cues was never significantly larger than the
shuffled distribution (p � 0.52) for all mismatch angles. The
correlation value of the LEC peaks associated with the local cues
was always significantly larger than the shuffled distributions for
all mismatch angles (Fig. 9B) (p � 0.001). In contrast, the corre-
lation value of the LEC peaks associated with the global cues was
not significantly greater than the shuffled distributions (p �
0.01). Similar results were obtained for all four types of shuffle
analyses (Fig. 9B). In some cases of the small mismatch angles
(45° and 90°), the LEC global-cue-related correlation was signif-
icant (p � 0.01) for the shuffled distribution, because the LEC
cells fired over large fractions of the track. However, in each case,
the local-cue related correlation value was still larger than the
global-cue-related value.
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Figure 6. Proportion of cellular responses. Percentage of cells categorized as CW (navy blue),
CCW (cyan), appear (green), disappear (orange), or ambiguous (AMB; maroon) for each region.
The numbers of cells in each category are as follows: LEC: total (87), CW (1), CCW (8), appear (4),
disappear (5), ambiguous (69); MEC: total (148), CW (46), CCW (14), appear(4), disappear (7),
ambiguous (77). The cellular responses were significantly different between regions (�2 �
31.8; p � 0.001).
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Figure 5. Examples of LEC cellular responses. The layout of the figure is identical to Figure 4.
For descriptions of individual cells, see Results.

Figure 7. Population responses to cue–mismatch manipulations. Spatial correlation matri-
ces were produced by correlating the normalized firing rate vectors for a standard session with
those of the following mismatch or standard session. A, MEC representations maintained co-
herence in all standard–standard and standard–mismatch sessions, indicated by the bands of
high correlation (white), which shifted above the main diagonal (dashed red line) in the mis-
match session. The correlation degraded with the increasing magnitude of the local– global cue
mismatch. B, In contrast to the MEC, the LEC representations showed less obvious structure in
either the standard–standard or standard–mismatch comparisons.
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The global cue control seen in the MEC and local cue control
observed in the LEC may not be a general phenomenon but may
be driven by the neural activity from a small subset of the animals.
To test the generality of these results across animals, Figure 10
shows the rotation angles of each of the cells that met activity
criteria in consecutive standard and mismatch sessions (i.e., cells
that were classified as CCW, CW, or ambiguous) and the associ-
ated mean vectors, color-coded by subject. The two small insets
to the right of each color-coded angle plot show the mean vector
for the entire sample of cells (top) and the mean unit vector
(bottom), presented to emphasize the angle of the mean vector.
The mean vector length for MEC cells was significant for all mis-
match angles �180° (denoted by an asterisk; Rayleigh’s test, p �
0.002). Furthermore, the direction of the mean vector in all mis-
match sessions corresponded to a global cue rotation. LEC re-
sponses were more variable and only the mean vectors of the
smallest and largest mismatch angles were significant (Rayleigh’s
test, 45° and 180°, p � 0.03). However, for all mismatch sessions,
the angle of the mean vector corresponded to the direction of a
local cue rotation. Note that there was no peak at the top of the
circular plots for any mismatch angle in LEC or MEC. A peak at
the top of the circular plots would have indicated that the firing of
the cells was controlled by stable background cues in the record-
ing environment; the lack of this peak indicated that the influence
of such background cues was minimal. The distributions of rota-

tion angles were similar for individual rats for each group of LEC
and MEC recordings, although there was some variability across
animals. To statistically analyze the data across animals, we de-
termined for each rat a preference index for either the local or
global cues. For each mismatch session of each rat, we calculated
the angular distance between the angle of the mean vector of the
sample of cells from that rat and (1) the angle of rotation of the
local cues and (2) the angle of rotation of the global cues. This
produced a set of four numbers indicating the deviation from
local cue control for each mismatch angle and four numbers
indicating the deviation from global cue control (Table 1). We
then calculated the mean of each set of four numbers. For all three
LEC rats, the mean deviation from the local cue control was less
than the mean deviation from the global cue control. For all four
MEC rats, the reverse was true. A �2 test (corrected for low n;
Bruning and Kintz, 1977) showed a trend toward significance of
this comparison (�2 � 3.51, p � 0.061). Thus, although the sta-
tistical test barely missed significance, it is unlikely that the dif-
ference between LEC and MEC was attributable to sampling
errors of individual rats, because all rats within a group showed
similar results.

Discussion
The cognitive map theory proposes that the hippocampus creates a
spatial framework that organizes and interrelates the items and
events of experience, such that they can be retrieved as a coherent
memory (O’Keefe and Nadel, 1978). To understand the contribu-
tion of the hippocampus to memory in terms of information pro-
cessing and computation, it is necessary to understand the
information represented in its input structures. MEC cells show
strong spatial signals in the forms of grid cells (Hafting et al., 2005),
boundary (or border) cells (Savelli et al., 2008; Solstad et al., 2008),
and head-direction cells (Sargolini et al., 2006), whereas LEC cells
show much weaker spatial signals (Hargreaves et al., 2005; Yoga-
narasimha et al., 2011). In contrast, LEC cells show a stronger re-
sponse to individual objects and object-location “memories” than
MEC (Deshmukh and Knierim, 2011). The present study demon-
strated a new dissociation between the MEC and the LEC when
global and local reference frames were placed in conflict. MEC cells
showed strong spatial tuning controlled by the global cues in the
environment. LEC cells did not show strong spatial signals, but a
highly statistically significant signal was detected that was controlled
by the local cues on the track. Such reference frame conflicts are a
standard strategy to reveal the influences of different sensory and
self-motion cues on the spatial representations of the hippocampus
(O’Keefe and Conway, 1978; Shapiro et al., 1997; Hargreaves et al.,
2007) and have been studied as a model of cognitive coordination
(Olypher et al., 2006). Because a key goal of systems neuroscience is
to understand neural processing in terms of the functional connec-
tivity within and between brain regions, the present results provide a
striking demonstration of how different firing properties of brain
regions in the hippocampus (CA1 vs CA3) may be explained in
terms of different input patterns and different internal circuitry, as
described below.

MEC and distal cue control
The MEC is often considered part of a spatial, “where” pathway
that receives major input from the postrhinal cortex (Fig. 1)
(Burwell, 2000; Knierim et al., 2006; Manns and Eichenbaum,
2006). Other inputs to the MEC from the presubiculum, parasu-
biculum, and retrosplenial cortex have grid cells, border cells, and
head-direction cells, similar to MEC (Boccara et al., 2010). Thus,
the spatial firing properties of MEC apparently derive more from
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Figure 8. Polar plots demonstrate global cue control over MEC firing and local cue control
over LEC firing. The polar plots were created from the LEC and MEC spatial correlation matrices
to represent the population activity between STD 1 versus STD 2 (gray) and standard versus
mismatch (color) sessions. The peaks (marked by asterisks) in the MEC plots (red) follow the
global (G) cues (A), whereas the peaks in the LEC plots (green) follow the local (L) cues (B).
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interactions with these regions than with postrhinal cortex,
which does not show similar signals (Burwell and Hafeman,
2003; Fyhn et al., 2004). Of particular interest for the current
experiment is the head-direction cell system. Because the refer-
ence frame conflict was generated by rotations, it is likely that
head-direction cells played a key role in dictating the response of
the MEC (Knierim et al., 1995, 1998; Knierim and Hamilton,
2011). Head-direction cells are typically controlled by distal land-
marks (Taube et al., 1990; Zugaro et al., 2001; Knight et al., 2011;
but see Clark et al., 2012), including in the double-rotation ma-
nipulation (Yoganarasimha et al., 2006). Thus, given the strong
relationship between head-direction cells and the MEC (Har-
greaves et al., 2007) and the strong control of the global cues over
the head-direction system, it is not surprising that the MEC cells
were controlled by the global cues.

A number of the MEC cells showed an apparent “remapping”
of the track in the double-rotation experiment (Fig. 4, cells 7, 9,
11, 13, and 14), resulting in the prevalence of cells that showed an
ambiguous response to the double rotation and the increasingly
weaker population correlations of the MEC response as the dou-
ble rotation increased in magnitude from 45° to 180° (Figs. 7, 8).
Remapping is a hallmark property of hippocampal place cells
(Bostock et al., 1991; Knierim, 2003), and it may underlie the role
of the hippocampus in supporting context-dependent memories
(Jeffery et al., 2004; Nadel, 2008). In contrast, MEC grid cells are
not believed to demonstrate global remapping in the same way as
place cells (Fyhn et al., 2007). It is possible that, under the present
conditions, grid cells or other spatially selective MEC cells can
show hippocampus-like global remapping. However, the most
parsimonious explanation may be that the apparent remapping

40

80

120

160

45°

90°

135°

180°

0.40.20-0.2 Mean Correlation

Local Cue Global Cue Local Cue Global Cue

LEC LEC MEC MEC 

45 90 135 180

LEC

<0.001 <0.001 <0.001 <0.001

<0.001   0.008

<0.001 <0.001 <0.001 <0.001
<0.001 <0.001   0.414   0.045

<0.001 <0.001 <0.001 <0.001
<0.001   0.007 >0.999 >0.999

<0.001 <0.001   0.001 <0.001

  0.046   0.250   0.955   0.991

>0.999 >0.999

45 90 135 180

MEC

  0.541 >0.999

0.874

>0.999

0.987

  0.780

<0.001 <0.001

<0.001

<0.001

<0.001 0.002

  0.249   0.049   0.451   0.003
<0.001 <0.001 <0.001 <0.001

  0.567 >0.999 >0.999   0.829
<0.001 <0.001 <0.001 <0.001

   0.524

<0.001

  0.560
<0.001

Row

Col

Cir

Bin L
G

L
G

L
G

L
G

A

B

Row

Col

Cir

Bin L
G

L
G

L
G

L
G

Figure 9. Data shuffling analyses. A, To determine whether the global and local cue control over MEC and LEC representations was greater than expected by chance, the mean correlations
obtained from the shuffle analyses were compared with the actual data. The distributions (gray) show the results from the circle shift and the actual data (red lines, MEC; green lines, LEC) for all
mismatch angles. Inspection of all local cue distributions for the LEC and global cue distributions for the MEC reveals that these correlations were all well above chance level ( p � 0.001). In contrast,
the correlations for the nonpreferred cue set were not significant ( p � 0.01). B, Chart shows the probabilities that correlations produced by the four types of shuffling procedures at locations
predicted by local and global cue sets were greater than the real data. If the peak correlation for the real data corresponded to the local cues (L), the probability is displayed in green; if the peak
correlation of the real data corresponded to the global cues (G), the probability is displayed in red. For some of the smaller rotations, the nonpreferred cue set also had significant correlations, but
the magnitude of the correlations was smaller than the preferred cue set.

9254 • J. Neurosci., May 29, 2013 • 33(22):9246 –9258 Neunuebel et al. • Local–Global Reference Frames in LEC and MEC



in the present experiment was an artifact of the limited sampling
of the grid-cell firing pattern provided by the circular track (Yo-
ganarasimha et al., 2011). If the underlying grid pattern rotated
with the global cues but this rotation was accompanied by a hor-
izontal shift of the grid pattern, some of the grid fields would
rotate/shift off of the track and other grid fields would rotate/shift
onto the track. The result would resemble hippocampal remap-
ping, but the underlying dynamics of grid-cell firing would not
have changed.

LEC and external cues
The LEC is often considered part of the nonspatial, “what” path-
way that sends information about individual items to the hip-
pocampus (Burwell, 2000; Knierim et al., 2006; Manns and
Eichenbaum, 2006). In this conception, the LEC provides the
content of an experience, whereas the MEC provides the spatial
context. Consistent with this view, LEC cells respond to individ-
ual objects more strongly than MEC cells (Deshmukh and Kn-
ierim, 2011). However, in the presence of objects, a small fraction
of LEC cells demonstrate clear spatial tuning that resembles hip-

pocampal place fields, even in locations unoccupied by objects.
When familiar objects are moved, some LEC cells fire at the lo-
cations occupied previously by the objects (Deshmukh and Kn-
ierim, 2011; Tsao et al., 2013). Thus, there is some degree of
spatial coding in the LEC in the presence of objects; this spatial
signal appears to be absent from the perirhinal cortex
(Deshmukh et al., 2012). The distinction between the MEC and
LEC may be best described as the MEC supporting path integra-
tion mechanisms to create a self-motion-based, internal spatial
framework (O’Keefe and Burgess, 2005; Fuhs and Touretzky,
2006; McNaughton et al., 2006; Hasselmo, 2012), whereas the
LEC processes information about the external sensory environ-
ment (Deshmukh and Knierim, 2011; Deshmukh et al., 2012).
This information can be used for both spatial and nonspatial
computations. This notion is similar to a proposal that the dis-
tinction between LEC and MEC is best described as one of cue
versus action or non-self versus self (Lisman, 2007). In the pres-
ent experiment, we hypothesize that the weak spatial signal of
LEC cells is tied to the sensory cues provided by the different
textures, odors, and visual patterns of the track. Whether this
signal is a true spatial signal like that of place cells or whether it is
a signal produced by some variable correlated with spatial loca-
tion (e.g., local views) is unclear.

EC inputs to CA3 and CA1
Previous studies of the double-rotation protocol demonstrated a
dissociation between the CA3 and CA1 fields of the hippocampus
(Lee et al., 2004) (Fig. 11A). Place fields recorded from the prox-
imal half of CA1 (i.e., the part close to CA3) showed a split re-
sponse to the double rotation, because some place fields rotated
CW to follow the global cues, others rotated CCW to follow the
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Figure 10. Individual cell responses and comparisons across subjects. Each dot indicates the
amount that the spatial firing of a cell rotated between the standard and mismatch sessions,
color coded to identify each rat (n � 7). Colored arrows represent the mean vectors for each rat.
The distributions of rotation angles for LEC and MEC were similar for individual rats (Table 1).
The small circles to the right of the main plots indicate the mean vector of the entire sample of
cells collapsed across subjects (top) and the mean unit vector (bottom), added here to empha-
size the orientation of the vector. The mean vector length for MEC cells was significant (*) for all
mismatch angles except for the 180° mismatch, whereas the mean vector length for LEC was
variable (Rayleigh’s test; LEC, 45° and 180°, p � 0.03; MEC, 45°, 90°, and 135°, p � 0.002).

Table 1. Individual rat comparison

Angular deviation Mean angular deviation

Rat Mismatch From local From global From local From global

LEC
151 45 6.68 51.68 24.77 91.07

90 12.64 77.36
135 76.0 59.0
180 3.76 176.24

156 45 67.5 22.5 36.79 86.96
90 7.75 82.25

135 43.48 91.52
180 28.45 151.55

184 45 18.55 26.45 26.35 103.61
90 34.91 124.91

135 12.5 122.5
180 39.42 140.57

MEC
159 45 77.5 32.5 100.46 26.64

90 122.07 32.07
135 66.28 158.72
180 30.00 150.00

165 45 35.83 9.17 98.13 16.46
90 97.26 7.26

135 168.58 33.58
180 160.11 19.89

174 45 41.09 3.91 87.84 45.41
90 120.61 30.61

135 152.12 17.12
180 119.06 60.94

191 45 35.14 9.86 88.58 56.01
90 82.51 7.49

135 146.76 11.76
180 130.53 49.47
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local cues, others split into two subfields, and others remapped.
In contrast, place fields recorded from distal CA3 (the region that
projects to proximal CA1) showed a more coherent response that
was controlled more by the local cues than the global cues. One
question that remains is why the CA1 cells displayed split re-
sponses, when their inputs from CA3 showed a more coherent
response. Proximal CA1 receives input from distal CA3 and from
the MEC but not from LEC (Witter and Amaral, 2004). Thus,
under these conditions, proximal CA1 receives a strong global-
cue-dominated signal from MEC and a strong local-cue-
dominated signal from CA3. CA1, lacking a recurrent collateral
system or feedback inputs, functions more as a pure feedforward
network. Because its two major inputs provided strong, but con-
flicting, signals, proximal CA1 responded with an output that
reflected the conflict in its inputs. It will be interesting in future
studies to determine whether the CA1 output related to the local
versus global cues can be related to the differential gamma-
frequency coherence of CA1 with MEC versus CA3 (Colgin et al.,
2009).

Why does CA3 follow the local cues?
CA3 presumably also receives conflicting input from the MEC
and LEC (Witter and Amaral, 2004). However, unlike CA1, the

CA3 response is dominated by the local reference frame (Lee et
al., 2004), an effect replicated in a separate group of animals
(J.P.N. and J.J.K., unpublished observations). This result is coun-
terintuitive, because most models suggest that the grid-cell inputs
from the MEC are the spatial signal that drives hippocampal place
cells (McNaughton et al., 2006; Solstad et al., 2006; de Almeida et
al., 2009; Savelli and Knierim, 2010; Monaco and Abbott, 2011).
A number of reports have challenged this simple model, showing
that at least some place fields are independent of grid-cell inputs
(Miller and Best, 1980; Van Cauter et al., 2008; Koenig et al., 2011;
Schlesiger et al., 2012; Song et al., 2012). Nonetheless, can one
explain the local-cue dominance of CA3 when the information
about the local cues is apparently so weak? Attractor network
theories inspired by the recurrent collateral circuitry of CA3 may
provide an answer (Fig. 11B). In a continuous attractor network,
a weak external input can bias the network to form a “bump of
activity” at a location determined by that weak input (Zhang,
1996). Based on recent work exploring the role of top-down,
attentional signals in the dynamics of place fields (Kentros et al.,
2004; Johnson et al., 2009; Fenton et al., 2010), we hypothesize
that the local cues on the track may be the first set of cues to which
the animal attends when its feet are placed on the track. The weak
signals from the LEC may be sufficient to cause the CA3 bump of
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Figure 11. Functional anatomy of local– global cue influences on the CA1 and CA3 networks. A, Previous studies have shown that the proximal CA1 region (CA1p, the region of CA1 closer to CA3)
shows a split representation in the double rotation experiment, whereas the distal CA3 region (CA3d, the region of CA3 closer to CA1 and which projects to CA1p) shows a more coherent
representation than CA1p; the CA3d representation is controlled by the local cues. CA1p also receives direct input from MEC. Thus, the split representation of CA1p may be the result of conflicting
inputs it receives from CA3d and MEC. This split representation is returned to MEC by a feedback pathway to the deep layers of MEC. The joint local– global control in the CA1 output under the extreme
cue conflicts of the present experiment may be an aberrant reflection of the normal processing of CA1 because it compares the incoming input from MEC about the current state of the animal’s
experience with the stored memories in CA3 of the animal’s previous experience. B, Conceptual model of how putative attractor dynamics of CA3 might cause the local-cue dominance over CA3 place
fields. For simplicity, CA3 is represented as a ring attractor to illustrate the firing of the cells on the circular track rather than its standard conception as a 2D sheet or point attractor. Each circle
represents a CA3 cell that fires when the rat is on the corresponding location on the track; the diameter of the circle indicates the current firing rate. Excitatory connections between cells with nearby
place fields are shown, with the strength of connection decreasing with place field distance. With appropriate weights and global inhibition (data not shown), an attractor forms. The location of the
“bump” of activity can be set even by a weak external input (Zhang, 1996). Active external inputs from MEC and LEC are shown as colored lines. The length of the line corresponds to the relative
strength of the input. i, In a novel environment, it is assumed that the spatial firing of the network is driven primarily by MEC inputs. ii, After the environment is familiar, it is assumed that local cue
information from LEC has acquired, through a Hebbian association, a degree of control over the CA3 activity. The arrow is small, indicating that the spatial signal of LEC is weak. iii, In the first moments
after the rat is placed on the track in the mismatch session (here depicted as a 90° mismatch), we hypothesize that MEC inputs are compromised as a result of potential attentional mechanisms in
which the rat first attends to the local cues as it is placed on the track. Thus, the bump of activity is initially controlled by the weak, local-cue-dominated signals demonstrated by LEC. iv, When the
rat switches attention to the global landmarks, the MEC grid is aligned and excites the CA3 network at the location predicted by global cues. However, if the attractor dynamics are strong, the bump
of activity already present at the local-cue-predicted location might hinder the ability of this external drive to control the bump. Nonetheless, the external drive could still excite these cells to some
degree, causing perturbations in the network that allow cells at other location to become active (partial remapping). v, After a few laps, we predict that CA3 and MEC cells learn a new mapping, such
that MEC can take over its normal role as a primary drive on the spatial firing of the CA3 cells. Perhaps the secondary bump would disappear over time if the mismatch environment remains stable,
as that bump loses the competition with the stronger bump that is consistent with inputs from CA3, LEC, and MEC.
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activity to form at the location corresponding to the local cues.
When the rat subsequently attends to the distal landmarks, the
strong attractor dynamics of CA3 may prevent the bump from
moving to the representation of the location corresponding to the
global cues. As the rat traverses the track, we hypothesize that
Hebbian plasticity causes a new mapping of active grid cells to
CA3 place cells, allowing the grid cells to “relearn” to drive the
CA3 place fields at the locations that now correspond to the orig-
inal local cues (Savelli and Knierim, 2010). This model reinforces
the notions that the hippocampus (in particular the CA3 field)
must be understood not only in terms of its sensory inputs but
also in terms of such cognitive factors as attentional control,
learning, and nonlinear network dynamics.
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