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Microsaccades during fixation exhibit distinct time courses of frequency and direction modulations after stimulus onsets, but the
mechanisms for these modulations are unresolved. On the one hand, microsaccade rate drops within <100 ms after stimulus onset, a
phenomenon described as microsaccadic inhibition. On the other, the directions of the rare microsaccades that do occur during inhibi-
tion are, surprisingly, the most highly correlated with stimulus location. Here we show, using a combined computational and experimen-
tal approach, that these apparently dichotomous observations can simply result from a single mechanism: the phase resetting by stimulus
onsets of ongoing microsaccadic oscillatory rhythms during fixation. Using experiments on monkeys and model simulations, we show
that stimulus onsets act as countermanding stimuli, such as those in large saccadic countermanding tasks: they cancel an upcoming
movement program and start a competing one, thus implementing phase resetting. We also show that the rare microsaccades occurring
during microsaccadic inhibition are simply noncanceled movements in the countermanding framework and that they reflect the instan-
taneous state of visual representations expected in spatial maps representing stimuli. Remarkably, a dynamic interaction between the
efficacy of the countermanding process and the metrics of the microsaccade being countermanded not only explains microsaccade rate
changes, but it also predicts the time course patterns of microsaccade directions and amplitudes. Our parsimonious framework for
understanding microsaccadic modulations around stimulus onsets allows analyzing microsaccades (and larger saccades) using the
extensive toolkit of oscillatory dynamical systems often used for modeling spiking neurons, and it constrains neural models of micro-

saccade triggering.

Introduction
Microsaccades are known to play significant roles in visual and
oculomotor performance. These small eye movements not only
accurately redirect gaze (Ko et al., 2010) but also alter perceptual
performance (Hafed, 2013) and reaction times (Rolfs et al., 2006;
Kliegl et al., 2009; Hafed and Krauzlis, 2010). Moreover, micro-
saccades modulate visual neuronal activity, both retinally and
extraretinally (Martinez-Conde et al., 2000; Kagan et al., 2008).
Given such a varied impact of microsaccades, and because gaze
fixation is widely used in systems and behavioral neuroscience,
understanding the conditions under which microsaccades are
more likely to occur or not, and in which direction, is essential.
Stimulus onsets routinely used in experiments modulate both
microsaccade rate and direction. Specifically, microsaccade rate
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drops to a minimum shortly after stimulus onset and then re-
bounds to a higher rate before returning to baseline (e.g., Engbert
and Kliegl, 2003; Rolfs et al., 2008). This phenomenon is de-
scribed as microsaccadic inhibition or, more generally, as a mic-
rosaccadic rate signature. In parallel, microsaccade directions are
also biased (e.g., Hafed and Clark, 2002; Engbert and Kliegl, 2003;
Pastukhov and Braun, 2010; Pastukhov et al., 2012). Early models
of these effects have attributed to the superior colliculus (SC) a
role in microsaccade generation (Rolfs et al., 2008; Hafed et al.,
2009; Engbert, 2012), consistent with neurophysiology (Hafed et
al., 2009, 2013; Hafed and Krauzlis, 2012). However, these mod-
els diverge in some of their predictions, as we discuss in this
paper, and recent results also call for possible additions to them.
For example, Pastukhov and Braun (2010) found that the stron-
gest directional biases of microsaccades toward an attended loca-
tion surprisingly occurred at the time of lowest microsaccade
rate. Based on these results, these authors suggested that there is
dissociation between microsaccade rate and direction.

Here, we investigated this apparent and puzzling dissociation
using a combined experimental and computational approach.
Our primary goal was to understand the underlying mechanisms
for microsaccadic inhibition, which has thus far largely been an-
alyzed in a purely descriptive manner (i.e., characterizing its
properties under different conditions). We first show that mic-
rosaccadic inhibition is a consequence of phase resetting of an
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ongoing microsaccadic oscillatory rhythm. Thus, mechanisti-
cally, stimulus onsets are analogous to classic stop signals in sac-
cadic countermanding tasks (Logan and Cowan, 1984; Hanes and
Schall, 1995): they cancel the upcoming microsaccade and re-
sume the microsaccadic rhythm anew. Consistent with this, we
developed a microsaccadic countermanding model based on one
recently proposed for large saccades (Salinas and Stanford, 2013).
This model very easily explains microsaccade rate changes after
stimulus onsets. We then show that microsaccades immediately
after such onsets reflect an instantaneous readout of the distrib-
uted spatial representations putatively activated by the onsets,
consistent with population coding in the SC (Hafed et al., 2013).
Finally, we demonstrate how dynamic interactions between the
two concepts, phase resetting (time) and instantaneous shape
representations (space), in our model can, with remarkably few
assumptions, explain the apparent dichotomous dissociation be-
tween microsaccade rate and direction, as well as the oscillations
in microsaccade directions after stimulus onsets.

In addition to clarifying microsaccadic inhibition mecha-
nisms, our results place important neurophysiological con-
straints on how microsaccades may be triggered. These results
also illuminate general principles that likely govern large sac-
cades as well.

Materials and Methods

Animal preparation and laboratory setup
We collected data from two (P and N) adult, male rhesus monkeys
(Macaca mulatta) that were 6 years of age and weighed 67 kg. All exper-
imental protocols for the monkeys were in accordance with the guide-
lines for animal experimentation approved by the Regierungsprisidium
of Tiibingen, Germany. The monkeys were prepared using standard sur-
gical techniques necessary for behavioral training and neurophysiologi-
cal investigations, as described previously (Chen and Hafed, 2013).

We used a custom-built experimental control system that drove stim-
ulus presentation and ensured monkey behavioral monitoring and re-
ward delivery, as detailed previously (Chen and Hafed, 2013).

Behavioral tasks

Visual target task. To study the influences of peripheral stimulus onsets
and peripheral shape representations on microsaccade times and spatial
endpoints, we analyzed eye movements from a task in which the monkeys
steadily fixated a small white fixation spot similar to that described pre-
viously (Chen and Hafed, 2013) and presented over a uniform gray back-
ground. The spot’s luminance was 72 Cd/m?. Background luminance
was 21 Cd/m?. After the monkeys fixated the central spot for 300—-700
ms, a peripheral target of the same luminance as the spot appeared at 5°
to the right of, left of, above, or below the spot. Our peripheral target
consisted of an extended shape: a thin line (3° X 0.1° dimensions) with
either horizontal or vertical orientation. This allowed us to test our hy-
pothesis that microsaccades immediately after stimulus onset can reflect
the instantaneous readout of an entire spatial visual map. That is, lines of
different orientations at the same location putatively activate different
extended populations of neurons in spatial maps, even if the centers of
these populations are at the same location, and this could be reflected in
microsaccades. After 200, 400, or 850 ms from target onset, the central
spot disappeared, and monkeys initiated a saccade to the peripheral line.
The monkeys were rewarded for saccades landing <3.5° from the line’s
center, and for holding gaze there for an additional 500 ms.

We analyzed 1748 trials in this task from Monkey P and 3753 trials
from Monkey N.

Simultaneous target task. To better test the hypothesis that the aggre-
gate population activity representing peripheral targets can be reflected
in microsaccade endpoints and to investigate how this influence interacts
with phase resetting of ongoing microsaccadic rhythms, we designed a
second task in which the peripheral target was now split into two spatially
disparate visual stimuli: instead of a single extended shape at 5°, we
presented two white circles of ~19 min arc radius at the same eccentricity
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but along two orthogonal axes. For example, a circle could be presented
at 5° to the right of the central fixation spot along with a second simul-
taneous circle at 5° vertically above the same spot. After the end of the
delay period, the fixation spot and one of the circles disappeared, in-
structing the monkeys to generate a saccade to the remaining stimulus.
All possible combinations of such two-target presentations along the
horizontal and vertical axes were randomly interleaved.

We analyzed 3449 trials in this task from Monkey P and 3519 trials
from Monkey N.

Data analysis

Eye movement detection and classification. Eye movements were measured
using the magnetic induction technique (Fuchs and Robinson, 1966;
Judge et al., 1980) and sampled at 1 kHz. Saccades and microsaccades
were detected using velocity and acceleration thresholds (Krauzlis and
Miles, 1996; Hafed et al., 2009).

In this paper, we focus on microsaccades. Thus, we do not report on
the properties of the overt targeting saccades that were directed to the
peripheral lines or spots at the ends of trials. However, we did analyze
those and found results similar to those previously reported. For exam-
ple, for the line stimuli, the large-saccade endpoints reflected the orien-
tation and spatial extent of the peripheral shape, replicating earlier results
(Moore, 1999).

Unless otherwise stated, all our analyses combined microsaccade data
from both monkeys. This was justified because the two animals showed
consistent effects and because human studies also pool subjects. Having
said that, several analyses shown in Results actually describe data from
individual monkeys separately and confirm the high consistency between
the two animals.

All error bars we show denote 95% confidence intervals.

Microsaccade rate analyses. We computed microsaccade frequency his-
tograms as a function of time from stimulus onset (whether peripheral
line in the visual target task or two simultaneous circles in the simulta-
neous target task). We used bin widths of 20 ms (stepped in 20 ms
intervals) and normalized the histograms according to the total number
of trials displayed in any given analysis.

Microsaccade direction and amplitude analyses. We analyzed microsac-
cade direction time courses by plotting the distribution of movement
directions within a given time window regardless of the underlying mic-
rosaccade rate. Specifically, for any given time bin relative to stimulus
onset, we took all movements that occurred within this time bin and
plotted how these movements’ directions were distributed relative the
peripheral stimulus location. For example, if at time t = t, ms, there were
100 microsaccades across trials, and 75 of them were directed toward
the peripheral stimulus, then the fraction of movements directed toward
the stimulus during this time window was 0.75. Using this approach, we
isolated microsaccade direction biases independent of rate, similar to
previous studies (Pastukhov and Braun, 2010; Pastukhov et al., 2012).

We used a moving time window of 50 ms width, stepped every 10 ms,
to obtain our direction time courses. In these time courses, we also con-
sidered only microsaccades having directions within +45° relative to the
axis connecting the fixation spot and location of the peripheral line (or
relative to the vector-average axis defined by the two spots in the simul-
taneous target task; see below). This was justified because, when micro-
saccade directions were biased by peripheral stimuli, these effects were
strongly clustered around the true location of the stimuli or vector-
average (see Results). As an additional sanity check, we also repeated our
direction time courses but now using the same time binning as that used
for the rate time courses described above (20 ms bin widths stepped in 20
ms jumps), and we confirmed that the dissociation between rate and
direction that we show in Results was not the result of different time
binning strategies (see also Pastukhov and Braun, 2010, in which the
same dissociation was also described).

We also analyzed the time courses of microsaccade amplitudes after
stimulus onsets, using the same procedure as described above for
direction.

Exploring biases in microsaccade endpoints caused by peripheral ex-
tended shape representations. In our direction analyses, we tested whether
the spatial extent of the presented peripheral shape could modulate the
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individual endpoint distributions of microsaccades, in a manner analo-
gous to the shape guidance known to influence large saccades (Moore,
1999). Thus, instead of only classifying movements as having a compo-
nent into the hemifield of the stimulus or not, we applied an additional
analysis. We separated data from the visual target task depending on the
orientation of the peripheral line relative to the axis connecting its loca-
tion to the fixation spot. For example, if the line appeared on the right of
the fixation spot and it was vertically oriented, then the line exhibited a
spatial extension in its shape along the orthogonal axis relative to the
line’s location. Thus, we classified this trial as one with an orthogonal
visual feature. If the line appeared at the same location but was horizontal
instead, then the line did not exhibit extended visual features along the
orthogonal axis, but it did so along the parallel one. We then analyzed the
time courses of the individual components of microsaccadic eye dis-
placements separately (i.e., the parallel component and the orthogonal
component relative to the line’s location). We used similar time binning
as described in Microsaccade direction and amplitude analyses, above.
To combine all possible line locations relative to the fixation spot in
summary analyses, we rotated all stimulus and eye movement parameters
from each trial to align them with a canonical representation of the
peripheral line being to the right of the fixation spot (see Fig. 6A). For
example, if the line was physically above the fixation spot, then a hori-
zontal line at that location was a line with extent along the orthogonal
axis relative to the fixation spot location, and so it was labeled orthogo-
nal; after the mapping to the canonical representation, the line was thus
transformed into a vertical line to the right of fixation. Similarly, for the
same line above the fixation spot, a vertical component of microsaccades
was the component along the axis connecting the fixation spot and the
line’s center, and it was thus labeled the parallel component of the move-
ments; in the canonical representation, this was thus the horizontal com-
ponent of the transformed movements.

When applying the above rotations, we rotated data from each stimu-
lus location individually such that orthogonal biases in microsaccade
direction during the interval ~40-90 ms after orthogonal stimulus onset
mapped onto upward biases in the canonical combined representation.
This allowed us to compare orthogonal microsaccade biases systemati-
cally regardless of stimulus location/orientation. Critically, we applied
the same rotation for all line/microsaccade orientations at a given loca-
tion, to ensure that any orthogonal biases in microsaccades that we report
(see Results) were indeed related to the stimulus feature (orthogonal)
and not simply an artifact of our particular choice of rotation scheme.

For the simultaneous target task, we analyzed microsaccade directions
as we described in Microsaccade direction and amplitude analyses,
above. However, in this case, we hypothesized that microsaccade end-
points would potentially align on the axis connecting the fixation spot to
the vector-average direction defined by the two peripheral circles. Thus,
after confirming this hypothesis with polar plots, we computed micro-
saccade direction time courses as above but for microsaccades along this
axis. To combine all two-target stimulus locations in summary analyses,
we rotated all combinations of stimulus locations to a canonical situation
of a target to the right and up. In this case, we rotated all other target
combinations clockwise to map onto the canonical situation.

Model

Basic model to simulate microsaccade rate changes after stimulus onsets.
Our model was aimed at parsimoniously explaining the apparent disso-
ciation between time and space in the microsaccades of the tasks above
(and also observed previously in both humans and monkeys) (Laubrock
et al., 2005; Pastukhov and Braun, 2010; Hafed et al., 2011).

We hypothesized (see Results) that because microsaccades during
steady fixation exhibit an oscillatory rhythm (Nachmias, 1959; Gaarder
et al., 1966; Bosman et al., 2009), stimulus onsets may be thought of as
causing a phase resetting of microsaccade generation rhythms. To simu-
late such phase resetting, we implemented the saccadic countermanding
model of Salinas and Stanford (2013) but applied it under conditions of
steady fixation (i.e., under conditions of a steady-state microsaccadic
oscillatory rhythm). The basic idea of the model is simple. After every
microsaccade, an accumulator signal M (analogous to firing rate in ocu-
lomotor areas, such as the SC and frontal eye fields) is at zero (which we
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implemented numerically as any value of M below 1 arbitrary units).
After some brief processing time (At), called afferent delay in Salinas and
Stanford (2013), the accumulator signal begins to rise linearly. Thus, the
signal dynamics of M could be described as follows:

dM _
G =T (1)
rg = 13 (2)

where 4 is the buildup rate of activity, drawn randomly for the upcoming
microsaccade from a normal distribution with mean u; and SD o If M
reaches a threshold of 1000 (arbitrary units), a microsaccade is triggered
20 ms later (20 ms to represent an efferent delay) (Salinas and Stanford,
2013), and M decays exponentially as in the following equation:

aM M

dt decay (3)
The decay parameter slightly affects intermicrosaccadic intervals
(IMSIs), but it is not otherwise critical for the performance of the model
here (as also mentioned in Salinas and Stanford, 2013). Once M reaches
zero again (numerically implemented as any value below 1 arbitrary
units), the same cycle starts anew (i.e., there is a processing delay, At, and
then buildup of M) with a new % value drawn randomly from the same
normal distribution described above.

If a peripheral stimulus appears during the buildup of M, the stimulus
acts like a stop command in classic saccadic countermanding tasks. It
thus generates a competing motor command that cancels the ongoing
plan and resets the rhythmic oscillation. In this case and as in Salinas and
Stanford (2013), M changes its rate of activity buildup, after another brief
afferent delay (As) of processing the stimulus onset (just like the afferent
delay At above during steady fixation). Thus, M still varies as in Equation
1 above, but now the rj; rate parameter becomes time-varying as follows:

[ g F T
“'B _ o B DN (4)

0 rg = Ipn

The variable rp, dictates the dynamics of the build-down of activity after
peripheral stimulus onset, reflecting the phase resetting of the dynamical
system. For our purposes, we set rj to — ug, again guided by Salinas and
Stanford (2013). If the stimulus appears during a microsaccade in our
model simulations, M will first decay to zero as in Equation 3 and then
rise again immediately as a result of the stimulus onset and the phase reset
event. This is analogous to microsaccadic suppression reducing the effi-
ciency of stimulus processing during microsaccades (Hafed and Krauzlis,
2010), and we implemented this by delaying the effect of the stimulus
onset until after the microsaccade has ended. Indeed, microsaccadic sup-
pression does delay saccadic latencies (Hafed and Krauzlis, 2010). Simi-
larly, if the stimulus appears before a microsaccade but is too late to be
processed before the movement is triggered (i.e., if As is too long), the
movement will get triggered anyway (i.e., there will be a noncanceled
microsaccade), and the normal microsaccadic rhythm will resume only
after the microsaccade has been executed. Finally, in our model, we as-
sumed that, if a microsaccade is successfully canceled by the stimulus
onset, the next microsaccade after the reset event has a more efficient rise
to threshold (ry is 2 times normal and At half as normal). Other subse-
quent microsaccades reflect the usual rhythm during steady-state fixa-
tion. Although this is a model assumption, we took this approach for only
the first microsaccade after stimulus onset, and only after a successful
cancellation, to reflect our empirical observation that the latency be-
tween two microsaccades under steady-state fixation is normally longer
than the latency of putative first saccades after stimulus onsets (i.e., dur-
ing microsaccadic rebound epochs after stimulus onset). We think that
this assumption does not alter the conceptual aspects of the model.

We ran the model for 2000 simulated trials and analyzed the resulting
microsaccade times across trials as we did for the experimental data (see
Data analysis, above). Stimulus onset in any given simulated trial could
occur at any time between 2000 and 3000 ms (distributed uniformly)
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after trial onset (i.e., during a steady-state microsaccadic oscillatory
rhythm). Also, the values of At and As were drawn randomly for every
microsaccade (or for every trial in the case of As) from a normal distri-
bution with mean and SD of u, and o, or u, and o, respectively.

Incorporating microsaccade directions/amplitudes and dynamic interac-
tions between buildup and build-down of activity. We used the above
model to predict how interactions between microsaccadic countermand-
ing (time) and microsaccade direction (space) could explain the direc-
tional evolutions of microsaccades we observed after peripheral stimulus
onsets in our data, and the apparent surprising dissociation between time
and space in microsaccade generation (see Results). To achieve this, we
extended the basic model above to also simulate different microsaccade
directions.

First, under steady-state fixation, we assumed that each buildup of M
(Eq. 1) was for a specific microsaccade direction. That is, during the
afferent delay period before M began to build up, we classified the up-
coming buildup as one for a microsaccade having a specific direction
(drawn randomly from all possible microsaccade angles for the first mi-
crosaccade in the simulated trial). This would suggest that, for any given
microsaccade, M could reflect the specific population of buildup neurons
in the SC coding the upcoming microsaccade vector (Hafed et al., 2009;
Goffart et al., 2012; Hafed and Krauzlis, 2012), and we used a single
accumulator in the simulations to simplify the model. We added the
constraint that the direction of an upcoming microsaccade was slightly
(and with a large variance) biased away from the previous microsaccade
direction. This allowed us to simulate square-wave jerks, which are pairs
of similarly sized but opposite microsaccades that are frequently ob-
served during fixation (Feldon and Langston, 1977; Hafed and Clark,
2002; Pastukhov et al., 2012). Specifically, the direction of the current
upcoming microsaccade was a random variable with mean equal to 180°
away from the previous executed microsaccade and an SD of 70°. This
variance was large enough to include non-square-wave microsaccade
sequences as well, which can sometimes also be observed experimentally
(Hafed and Clark, 2002).

Next, to understand the dissociation between time and space in mic-
rosaccades, we hypothesized that there exists a dynamic interaction be-
tween the stop command of the stimulus and the microsaccade currently
being programmed. After a peripheral stimulus onset (which we arbi-
trarily defined to be located at an angle 0° relative to the fixation spot; i.e.,
directly to the right of it), we assumed that the build-down of M caused
by stimulus onset (i.e., the countermanding process; Eq. 4) was modu-
lated by the direction of the microsaccade being countermanded. Specif-
ically, we assumed that the peripheral visual bursts associated with the
stimulus onset support a microsaccade being programmed in the stimu-
lus’ direction and make it ever-so-slightly harder for that microsaccade to
be canceled than a microsaccade in the opposite direction. This is directly
consistent with recently observed dynamic interactions between go and
stop signals in large saccade generation (Montagnini and Chelazzi, 2009):
a stronger microsaccade signal (putatively because of spatial support
from peripheral visual bursts associated with the stimulus onset) would
be harder to slow down (and potentially cancel) than another microsac-
cade signal not having such spatial support. We implemented this dy-
namic interaction in the model simply by multiplying Equation 4 by a
scale factor that depended on microsaccade direction: 1.04 if the micro-
saccade being canceled was in the same direction as the peripheral stim-
ulus onset (i.e., having a rightward component), and 0.96 if the
microsaccade was opposite. Thus, if a microsaccade was already being
programmed toward the appearing stimulus, it was ever-so-slightly
harder to countermand than if it was opposite (1.04 vs 0.96 scaling of Eq.
4). Remarkably, only this single dynamic interaction term between time
and space in the countermanding model, which is consistent with exper-
imentally observed dynamic interactions between the stop signal and the
movement being countermanded for large saccades (Montagnini and
Chelazzi, 2009), was sufficient to explain the apparent dissociation be-
tween time and space in microsaccade generation after stimulus onsets
that we and others have observed experimentally.

We also modeled a version of such dynamic interaction but for mic-
rosaccade amplitude instead of direction because our experimental
results below also revealed a modulation of amplitudes. For every up-
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Table 1. Parameters of our model simulations

Parameter Value
Threshold on M to trigger a movement 1000 arbitrary units
Efferent delay after M reaches threshold 20ms

Afferent delay for ongoing microsaccades (At)  Mean (g, ): 95 ms
SD (07): 40 ms

Afferent delay for stimulus onset processing ~ Mean (i, ): 30 ms

(As) SD(o,): 7 ms
Buildup rate (rp) Mean (ug): 8
D (0p):2
7(Eq. 4) 50 ms
decay (Eq. 3) 7ms
SD of microsaccade angles 70°

1.04 if microsaccade to hemifield of stimulus

0.96 if microsaccade opposite hemifield of
stimulus

Amplitude dependent as in Equation 5

Dynamic interaction scale factor for the
direction model (to modify Eq. 4)

Dynamic interaction scale factor for the
amplitude model (to modify Eq. 4)

coming microsaccade, we assumed that M was building up for a certain
microsaccade radial amplitude instead of a certain microsaccade direc-
tion as in the direction model above. This amplitude was drawn ran-
domly from a vy distribution with shape parameter 3.2 and scale
parameter 4 because this distribution resulted in an amplitude distribu-
tion similar to that observed experimentally in both humans and mon-
keys (e.g., Engbert, 2006; Hafed et al., 2009; Hafed and Krauzlis, 2012;
Hafed, 2013). Again, as in the direction model, we assumed that the
dissociation between rate and amplitude time courses occurs because
larger microsaccades are slightly harder to countermand than smaller
ones (putatively because of spatial support from peripheral visual bursts,
which code for larger eccentricities than at fixation). Thus, we scaled
Equation 4 by microsaccade amplitude rather than by microsaccade di-
rection. In this case, the scale factor was equal to

amp
scale factor = 1 + ——— (5)

8

where amp is the radial amplitude of the upcoming microsaccade in
degrees. Again, this single interaction term between the countermanding
efficacy and the movement being countermanded was all that was neces-
sary to simulate our data. The interaction term (whether in the direction
or amplitude model) is always very close to unity value, suggesting that
dynamic interaction need not be so drastic to account for the data: stim-
ulus onset always acts as a countermanding stimulus but is ever-so-
slightly more or less effective depending on the movement being
countermanded.

Table 1 shows our model parameters. We did not exhaustively or
parametrically optimize the model to fit data, as we wanted to demon-
strate that such a simple model could very easily capture all the salient
features of the experiments and parsimoniously explain the dissociation
between time and space in microsaccade generation after stimulus on-
sets. Indeed, very often, the very first parameter set that we chose, guided
by Salinas and Stanford (2013), was fully sufficient to qualitatively repli-
cate all of our experimental observations, which testifies to the strong
explanatory power of their model. This approach is also justified because
Salinas and Stanford (2013) fit their parameters to large saccades, and
existing neurophysiological evidence for microsaccades suggests a strong
similarity between the two types of eye movements (e.g., Hafed et al.,
2009; Hafed and Krauzlis, 2012).

Results

Our primary purpose in this paper was to understand the possible
mechanisms for microsaccadic inhibition (Engbert and Kliegl,
2003), and to use these mechanisms to explain an apparent dis-
sociation that is frequently observed between microsaccade rate
(time) and direction (space) after peripheral stimulus onsets
(Pastukhov and Braun, 2010). An example of this dissociation is



16224 - ). Neurosci., October 9, 2013 - 33(41):16220 16235

Hafed and Ignashchenkova e Microsaccadic Inhibition as Phase Resetting

A é ‘Microsaccadic - C — 40-90 ms after
2 rebound 35 stimulus onset
oY [ £ S § 25-75 ms before
o] o © 30.8 g stimulus onset
= @® 02 - © © O . '
= Q g [ PR
“— O 8 @] Nt
o © - © b % :’J ‘\/'
c 0 (%2} i )
§¢ EE e
£ 0 0.1f s S G 0.5 . :\«‘,\\// o
G E : @ S N 180
o l c 0w l (]
e 4“-:: afglt o -e ) v
oS oo \ =
* 0 — ® 202 -
0 200 w2 0 200
Time from stimulus Time from stimulus Direction of microsaccades
onset (ms) onset (ms) relative to stimulus location

Figure1.

Dissociation between time and space in microsaccade generation. 4, Microsaccade frequency histogram from Monkey P in the visual target task. Microsaccade rate dropped sharply soon

after stimulus onset (microsaccadic inhibition) and then rebounded (microsaccadic rebound) before returning to baseline. B, Time course of microsaccade directions in the same trials (black curve).
Shortly after stimulus onset, microsaccades were strongly biased in the direction of the stimulus (top arrow), and this bias happened when microsaccades were near maximal inhibition (compare
with the gray curve, which replicates A for easy comparison between the two time courses). Later, microsaccades were biased opposite the stimulus (lower arrow). The time course of direction was
dissociated from the time course of rate (compare black and gray curves). ¢, Normalized angular histograms of microsaccade direction relative to stimulus location, designated as 0°in the plot. During
a 50 ms window before stimulus onset, microsaccade directions were uniformly distributed (gray curve). However, immediately after the onset, microsaccades were strongly biased toward the
stimulus location (black curve). The latencies of these strongly biased movements are much shorter than normal saccade latencies. Each polar plot was normalized by the total number of

microsaccades shown in the plot. B, Error bars indicate 95% confidence intervals.

shown in Figure 1. In this figure, we analyzed 1748 trials from
Monkey P during the visual target task described in Materials and
Methods. The task consisted of the monkey fixating a central spot
while a peripheral target consisting of a 3° long line was presented
centered on a 5° eccentricity. The monkey always fixated the
central spot and only made a saccade toward the peripheral line
after the fixation spot was removed. We detected and analyzed
the microsaccades that occurred during fixation in this task,
and we pooled across line orientations for this analysis. As can
be seen from Figure 1A, microsaccade rate was relatively steady
before peripheral target onset, but it dropped to a minimum
shortly afterward before rebounding and then returning back to
baseline levels. This so-called microsaccadic rate signature has
been observed many times previously (e.g., Engbert and Kliegl,
2003; Rolfs, 2009), but the mechanisms for it are still open to
discussion.

In parallel to the changes in microsaccade rate above, the same
data showed a modulation of microsaccade direction (Fig. 1B).
In this figure, we analyzed the distribution of microsaccades occur-
ring within +45° from the axis connecting the fixation spot to the
peripheral line’s center. We specifically plotted the fraction of these
microsaccades that were directed toward the peripheral line as a
function of time from the line’s onset. As can be seen, after stimulus
onset, microsaccades were initially predominantly directed toward
the line’s location and then away from it, and the polar plot in Figure
1C (black), which includes all observed microsaccade directions,
shows that the early microsaccades directed toward the line’s loca-
tion where highly directionally biased. Specifically, ~84% of all mi-
crosaccades occurring 40—90 ms after stimulus onset in Figure 1B
were directed toward the peripheral line as opposed to away from it.
These microsaccades had a mean amplitude of 17 * 24 min arc
(mean * SD) and were thus not overt targeting saccades. They were
nonetheless highly correlated with the eccentric target location.

Critically, close inspection of Figure 1A, B reveals that micro-
saccade rate and direction exhibited very different time courses,
as first reported by Pastukhov and Braun (2010) and Pastukhov
etal. (2012). Specifically, the movements predominantly directed
toward the peripheral line’s location occurred extremely early
after stimulus onset (Fig. 1B): their latencies were ~50-70 ms,

which is much shorter than normal saccadic latencies (214 ms *=
24 ms SD for the large saccades in the same dataset and from the
same animal). These early directional microsaccades thus oc-
curred at a time near the minimum microsaccade rate in the trials
(Fig. 1A). In fact, to facilitate the comparison of the time courses
in the two panels, Fig. 1B also shows a gray trace of microsaccade
rate (identical to that in Fig. 1A but with arbitrary y-axis scaling)
superimposed on the direction data. As can be seen, there was a
clear dissociation between microsaccade rate and direction time
courses, again as was observed before in both humans and mon-
keys (e.g., see Pastukhov and Braun, 2010; Laubrock et al., 2005,
their Fig. 4) and also observable in Hafed et al. (2011). Such
dissociation is not very easily explained with current models of
the SC’s role in triggering microsaccades.

In what follows, we provide a simple and parsimonious mech-
anism for explaining this apparent dichotomous phenomenon,
and for further constraining models of microsaccade generation.
For purposes of clarity, we do so by dividing the problem into
three stages: first, we analyze aspects related to the time of mic-
rosaccades, then to their directions/amplitudes, and finally to the
dynamic interactions between the two. We finish with a proposed
physiological basis for explaining our results and a range of other
experimental findings. Combined, our results clarify an impor-
tant underlying mechanism for a ubiquitous phenomenon in
microsaccades, but one that has largely only been characterized
phenomenally so far.

Temporal aspects: microsaccadic inhibition as a consequence
of phase resetting of a microsaccadic oscillatory rhythm

A recent description of microsaccadic inhibition (Rolfs et al.,
2008) has suggested that rostral SC activity is suppressed at the
time of microsaccadic inhibition explaining the reduction in mi-
crosaccade rate. However, in that study, foveal stimulus onsets
were used, and these are expected to increase rostral SC activity
(representing foveal locations) rather than decrease it. Thus, an
alternative mechanism may be at play for microsaccadic inhibi-
tion. Our hypothesized mechanism is that stimulus onsets initi-
ate a competing motor command for a new microsaccade, and
that this competing command interacts with the currently ongo-
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Modeling microsaccadic inhibition as phase resetting. 4, Implementation of the countermanding model of Salinas and Stanford (2013) for microsaccades. A microsaccade is normally

triggered once an accumulator reaches a threshold (blue). If a stimulus appears during the buildup (stop command), it begins to alter the buildup rate after some processing delay. For an early
stimulus, the buildup is canceled (red); for a later stimulus, the movement is slowed down but the buildup reaches threshold anyway (black). B, Simulation of 20 randomly selected trials from the
model aligned on stimulus onset. The trials are grouped in four sets, based on the time of the nearest microsaccade (shown as green dots) to the stimulus. The model shows a rhythmic oscillation
of microsaccades (periodic rise and drop of the accumulator in every trial). The model also shows how noncanceled microsaccades can still happen (third set of trials with the noncanceled
microsaccades highlighted by a dashed oval). €, Autocorrelogram of microsaccades from 2000 model trials like those in B. The autocorrelogram was computed only for microsaccades before stimulus
onset (i.e., during a steady-state oscillatory rhythm), and it demonstrates a periodicity similar to that observed experimentally (e.g., Bosman etal., 2009). D, Microsaccade rate from 2000 model trials
like those in Band analyzed as in Figure 1A. The classic microsaccadic rate signature is clearly observed from the model data, as an emergent property, with no other assumptions (compare withFig.

1A; see also Fig. 3).

ing program to cancel it. This is analogous to the classic saccadic
countermanding task (Hanes and Schall, 1995; Salinas and Stan-
ford, 2013). Consider, for example, the simulation shown in Fig-
ure 2A (blue) based on Salinas and Stanford (2013) (see Materials
and Methods). In this simulation, a single microsaccade com-
mand is represented as a buildup of some accumulator activity
toward a threshold (Egs. 1 and 2). Once the threshold is reached,
a microsaccade is triggered shortly afterward, and the activity
drops back down (Eq. 3). Now, if a stimulus appears during the
buildup phase of the microsaccade, a competing motor com-
mand is initiated and this alters the buildup rate of the current
command (Eq. 4) (Fig. 24, red). In this particular example (red),
the effect of stimulus onset is powerful enough to bring the activ-
ity down all the way to zero and completely cancel the microsac-
cade. The microsaccade is thus never executed (i.e., it is a
canceled microsaccade). However, if the stimulus onset appears
later during the buildup phase of the microsaccade (Fig. 2A,
black), the competing motor command slows the buildup down
(black curve), but itis not sufficient to completely drop it down to
zero before the activity reaches threshold. The current microsac-
cade command reaches the movement-triggering threshold and
is thus still executed, albeit a bit later (resulting in a putative
noncanceled or escape microsaccade). Thus, under some condi-
tions, a microsaccade will still be triggered shortly after stimulus
onset, and under others, it will be completely canceled.

How might such microsaccadic countermanding explain the
pervasively observed microsaccadic rate signature? The critical
link between the two phenomena becomes clear when one con-
siders the fact that microsaccades appear to have an underlying
oscillatory rhythm during steady-state fixation (Nachmias, 1959;
Gaarder et al., 1966; Bosman et al., 2009). In particular, we ran
our model by incorporating such a rhythm in our simulations
(Fig. 2B). Specifically, we set the model such that, after the end of
any given microsaccade, a new similar sequence of processing
steps is initiated for the next movement (i.e., a brief period of
processing, At, followed by a rise in activity toward a threshold,
and so on; see Materials and Methods). In the steady state, this
means that microsaccades occur rhythmically with a certain
IMSI, and they thus have an oscillatory autocorrelogram (Fig. 2C,
showing such an autocorrelogram from 2000 model trial simula-
tions similar to those shown in Fig. 2B but only for the steady-
state period before stimulus onsets). This is consistent with
experimental observations (e.g., Bosman et al., 2009, compare
Fig. 2C vs their Fig. 1), even though microsaccades have some-
times been described previously to reflect a Poisson process not
having any temporal patterning or rhythmicity. Given such a
rhythmic pattern of microsaccades in the steady state, when a
stimulus appears at a random time, it can either cause a canceled
microsaccade or a noncanceled microsaccade as in the scheme of
Figure 2A, depending on the phase of M at which the stimulus
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appears. This is then followed by a re-
sumption of the usual ongoing microsac-
cadic rhythm. Figure 2B shows examples
of several trials demonstrating this idea.
Across many trials with random stim-
ulus onset times relative to the ongoing
microsaccadic rhythm, the variability of
IMSIs in the ongoing oscillatory rhythm
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rate that are so often observed around
stimulus onsets are simply a reflection of
the phase reset event on the ongoing
rhythmicity caused by the stimulus. Sub-
sequent microsaccades have jitter in their
IMSI; thus, the phase locking of subse-
quent microsaccades to the stimulus event
eventually gets washed out with time, and
the rate looks constant again because of
IMST jitter. Indeed, this phenomenon of a
perturbation in the ongoing rhythmicity
of an oscillatory dynamical system is often
described mathematically as phase reset-
ting exactly because the stimulus event
alters the phase relationship between suc-
cessive movements in the ongoing rhythm. Moreover, phase re-
setting has been used extensively and successfully to model the
behavior of other rhythmic systems, such as spiking neurons
(Ermentrout and Kopell, 1990; Izhikevich, 2007; Smeal et al.,
2010; Netoff et al., 2012; Schultheiss et al., 2012), and adopting
this framework for eye movements can illuminate aspects of mi-
crosaccade and saccade generation as well.

Experimentally, both of our monkeys showed a modulation
of microsaccade rate around peripheral stimulus onset that
was consistent with the model of Figure 2. For example, Figure
1A shows a similar pattern to that seen in Figure 2D, which
emerges simply as a result of a perturbation of the ongoing
microsaccadic oscillatory rhythm by a countermanding stim-
ulus. Similar data are shown in Figure 3A (top two rows) for
the two monkeys individually (the bottom row of the figure
shows the same analysis but on the model data to facilitate
comparison to the experimental measurements). In these fig-
ures, we plotted microsaccade rates for each monkey individ-
ually, but from both the visual target and simultaneous target
tasks combined. Virtually identical results were obtained from
each task individually (e.g., Fig. 1A4), and even for each line ori-
entation individually in the visual target task alone. Thus, a sim-
ple mechanism of phase resetting can account for the widely
observed phenomenon of microsaccadic inhibition followed by
microsaccadic rebound.

Figure3.

Time from stimulus
onset (ms)

200 0 200 0 200
Time from stimulus Time from stimulus
onset (ms) onset (ms)

Comparison of data and model. 4, Microsaccade frequency histograms from the visual target and simultaneous target
tasks combined. Top two rows, Microsaccade data from each monkey separately. Bottom row, Data from the model (2000 simu-
lated trials) to facilitate comparison with the experimental data. Both monkeys show the same microsaccadic rate signature
exhibited by the model. B, The same analysis as in A but only for trials in which there was a microsaccade in the first 100 ms after
stimulus onset. For easy comparison, the curves from A are superimposed in gray but with arbitrary y-axis scaling. There is now
strong inhibition before and after the microsaccades occurring <<100 ms after the stimulus (black arrows). In particular, instead of
a strong rebound 100300 ms after stimulus onset, there is strong inhibition (right arrow). This is consistent with the phase
resetting account of microsaccadic inhibition and indicates that early microsaccades are essentially noncanceled movements.
Bottom row, Model results from the same analysis. €, Same as in B but now for the trials not containing a microsaccade within
<100 ms after stimulus onset. This analysis demonstrates that late rebound microsaccades are movements that are reset by, and
thus temporally aligned with, the stimulus onset. Thus, these trials are trials in which early microsaccades after stimulus onset were
successfully canceled. In all analyses, the model conceptually replicated the data modulations we saw.

An advantage of the model is that it also allows binding the
oft-used descriptive terms of microsaccadic phenomena, such as
the words “inhibition” and “rebound,” to a specific underlying
mechanism rather than limiting them to only be used as phenom-
enal or descriptive statements. For example, according to the
model, rate inhibition and rate rebound are not obligatorily
pegged to the stimulus event per se (the apparent assumption
from the literature) as much as they are a function of the interac-
tions between the phase resetting event and the normal IMSI
observed during steady-state rhythmic microsaccades. Specifi-
cally, consider the simple case of analyzing microsaccade rate
from our monkeys, but now only during the trials in which a
microsaccade occurred within the first 100 ms after peripheral
stimulus onset. Histograms of microsaccade frequency are shown
for these trials from each monkey individually in Figure 3B (top
two rows, black curves). Two patterns emerge from these figures.
First, the histogram no longer shows a minimum microsaccade
rate at the normal inhibition times of Figures 1A, 2D, and 3A
despite the fact that the same stimulus appeared during the same
set of trials. Instead, the so-called inhibition is now appearing
during two time intervals immediately before and immediately
after the population of microsaccades occurring within 100 ms
from stimulus onset (highlighted by the black arrows). Second,
rather than a major rebound (or increase) in microsaccade rate at
~100-300 ms after stimulus onset as in Figure 3A, the trials in
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Figure 3B now showed the exact opposite: strong inhibition.
These two observations are simply explained by the rhythmicity
of microsaccades (i.e., the existence of a nonzero, relatively con-
stant value of IMSI), and they are a parsimonious, emergent
property of the model of Figure 2 (Fig. 3B, bottom row for the
model simulations under the same conditions). Indeed, accord-
ing to the model, microsaccades that occur within the first period
after stimulus onset (within ~100 ms) are special in the sense that
they are noncanceled microsaccades by the phase reset event
caused by the stimulus onset. As we will see shortly, this insight
into these specific microsaccades can very naturally explain the
apparent dissociation between time and space in microsaccade
generation after transient sensory events (e.g., as in Fig. 1).

A complementary effect is observed if microsaccade rates are
drawn only from the trials without a microsaccade occurring
within the first 100 ms after stimulus onset (Fig. 3C, top two
rows). In this case, stimulus onset happens to occur during trials
in which the stimulus was successful in canceling or counter-
manding earlier microsaccade programs. The underlying micro-
saccadic oscillatory rhythm is now fully reset to the stimulus
event, explaining the strong peak in microsaccade rate shortly
after. Thus, the microsaccades that occur during the so-called
microsaccadic rebound phase of the microsaccadic rate signature
reflect the first population of microsaccades that appear after
resetting of the ongoing steady-state oscillatory rhythm to the
phase of the stimulus. Again, this is a simple emergent prop-
erty of the model of Figure 2 (Fig. 3C, bottom row for the
model simulations under the same conditions). Together, the
results of Figure 3 thus suggest that microsaccadic inhibition
and microsaccadic rebound, or more generally the microsaccadic
rate signature that has been replicated extensively in recent years,
most likely reflect a phase resetting of the ongoing microsaccadic
oscillatory rhythm during steady-state fixation by a competing
microsaccadic countermanding command initiated by the
stimulus onset.

The so-called countermanding framework for explaining rate
inhibition data provides an interesting theoretical basis for fur-
ther understanding microsaccade (and saccade) generation. For
example, one can use this framework to characterize microsac-
cades in other ways than previously made and illuminate further
properties of the underlying oscillatory system. An example of
this approach is to plot the phase response curve of microsac-
cades after stimulus onsets, analogous to what is done in models
of spiking neuron dynamics (Ermentrout and Kopell, 1990;
Izhikevich, 2007; Smeal et al., 2010; Netoff et al., 2012; Schulthe-
iss et al., 2012), to understand how phase relationships between
subsequent microsaccades are altered by the stimulus. Figure 4
illustrates a very basic example of this analysis for both the model
and experiments. In this figure, we calculated the average period-
icity of the steady-state microsaccadic rhythm by measuring the
average time difference between the final two microsaccades oc-
curring before stimulus onset in every trial. The phase response
curve of a dynamical system may be defined as a plot of the
change in phase caused by stimulus onset as a function of the
phase of the ongoing rhythm at which the stimulus appeared (Fig.
4A, explanatory schematic). To estimate the former, we mea-
sured the time difference between the first microsaccade after
stimulus onset and the final one before such onset (reflecting the
altered phase), and we subtracted this difference from the average
periodicity. This gave us a change in phase caused by the stimu-
lus, which we normalized based on the average periodicity that we
measured across trials. To estimate the second quantity needed
for measuring phase response modulation, namely, the phase of
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Figure 4.  Phase response modulation of microsaccades by stimulus onsets in the data and
model. 4, lllustration of the definition of phase response modulation. If microsaccades are
rhythmic, then the average periodicity can be estimated from the IMSI before stimulus onset.
The phase of the stimulus relative to this rhythmicity is ¢,. This stimulus might alter the peri-
odicity of the rhythm (phase resetting), and this can be observed by measuring the change in
phase A ¢ as defined in the figure and text. B, A plot of A versus ¢ from the data of both
monkeys combined. C, The same analysis from the model data, showing a similar pattern. Thus,
our framework conceptually accounts for the data and suggests that microsaccades can be
analyzed using techniques similar to those used in analyzing dynamically oscillating rhythmic
systems. Direct quantitative differences between the model and data reflect the fact that we did
not optimize the timing parameters of our model simulations to fit our data, as much as we
wanted to demonstrate how such a simple model can conceptually account for our
observations.

the ongoing rhythm at which the stimulus appeared (Fig. 4A), we
simply measured the time of stimulus onset relative to the time of
the latest microsaccade before such onset. We then normalized
this time difference based on the average periodicity to obtain the
normalized phase at which the stimulus appeared.

Consistent with our model of microsaccadic rate signatures as
reflecting phase resetting of ongoing microsaccadic oscillatory
rhythms, Figure 4B, C shows that microsaccades exhibit repeat-
able and consistent phase modulations after stimulus onset. Spe-
cifically, the figure shows (for both experimental and simulation
data) that, if the stimulus appeared at a low phase values (i.e., low
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values on the abscissa, meaning early on in the putative micro-
saccade generation period), it was more likely to occur during the
afferent processing period At (Fig. 2B). This means that the stim-
ulus event, after it was processed (As), proceeded unimpeded by
an ongoing buildup of the accumulator of Equation 1, which in
turn allowed the stimulus to quickly generate a microsaccade.
Thus, the phase of the first microsaccade was advanced relative to
the ongoing microsaccadic rhythm, resulting in a positive phase
response value. If the stimulus appeared later, it needed to first
build down the accumulator of the upcoming microsaccade be-
fore triggering a new one, and this delayed the first microsaccade
after stimulus onset. Thus, the phase response of the system de-
creased with increasing phase of the stimulus relative to the on-
going rhythm. This explains the negative slope of the data points
in Figure 4. Thus, the results of Figure 4 demonstrate a rudimen-
tary illustrative example of how new types of analyses on micro-
saccades can be realized by borrowing several key concepts from
oscillatory-system dynamic analysis toolkits from other fields
(such as models of spiking neurons) to further clarify microsac-
cade generation. For example, with this framework, one can
begin to make sense of how stimulus repetitions at certain fre-
quencies can either entrain microsaccades, as seen in Pastukhov
and Braun (2010), or eliminate the so-called inhibition alto-
gether, as seen in Pastukhov et al. (2012). With this framework,
one can also now change individual model parameters, such as
At, As, 1, Or 75, and predict how the phase response curves of
Figure 4 would change. This, for example, could allow us to more
quantitatively fit the model parameters to the data in Figure 4B
and to understand which of these parameters (e.g., stimulus pro-
cessing delay vs regular afferent delay) dictate the phase response
modulations of microsaccades. To that end, many theoretical
toolkits from studies of spiking neurons become disposable for
use (e.g., Ermentrout and Kopell, 1990; Izhikevich, 2007; Smeal
et al., 2010; Netoff et al., 2012; Schultheiss et al., 2012).

Spatial aspects: population coding of microsaccade endpoints
by peripheral shape representations

The above results and simulations suggest that microsaccades
occurring within ~<100 ms after stimulus onset are movements
that were not successfully canceled by the stimulus onset. How-
ever, Figure 1B, C suggests that there is an additional spatial as-
pect to these eye movements: they are surprisingly the most
highly correlated with the stimulus in terms of their direction. So,
how is it possible that the movements that the stimulus fails to
cancel are still so highly informative about the properties of this
same stimulus? In other words, noncanceled movements are pre-
sumably movements that were programmed in advance of stim-
ulus onset so as to escape being canceled by (and presumably be
otherwise affected by) the stimulus. If so, why do they still reflect
stimulus properties? One possible explanation for this apparent
dichotomy is that not all microsaccades are equally easy to cancel
or countermand by stimulus onsets. Consider, for example, the
case of a stimulus onset that happens, by chance, to occur during
the buildup phase for a microsaccade toward the stimulus loca-
tion. Because of visual bursts associated with the stimulus onset,
including at the level of the SC, this microsaccade might receive
spatial support (e.g., in the SC; Hafed et al., 2013) and be harder
to countermand than if the same stimulus onset had occurred
during the buildup phase for a microsaccade in the opposite di-
rection. In this case, the opposite microsaccade would be success-
fully canceled, whereas the microsaccade toward the stimulus will
be more likely to escape cancelation. This would, in turn, give rise
to a larger probability of microsaccades toward the peripheral
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stimulus than opposite during the time at which noncanceled
movements are expected to occur.

Evidence for such a dynamic interaction between the go com-
mand for a movement (the buildup process of M in the model of
Fig. 2) and the stop command initiated by the stimulus onset has
indeed been suggested to take place for large saccades (Montag-
nini and Chelazzi, 2009), and we hypothesized a similar mecha-
nism here: that microsaccades whose directions and amplitudes
are supported by peripheral visual bursts will be harder to cancel
than movements in other directions. If this is the case, then phe-
nomenally, the pattern of microsaccade directions ~50-100 ms
after stimulus onsets will look as though these microsaccades
reflect an instantaneous readout of the spatial representation ac-
tivated by the appearing stimuli, an idea that is reminiscent of
earlier observations for large saccades (Gold and Shadlen, 2000).
In what follows, we show experimental evidence testing a strong
prediction of this idea, and in the next section we demonstrate
how our countermanding model can, rather parsimoniously,
replicate it.

According to the above hypothesis, the distribution of micro-
saccade directions soon after stimulus onset might be more cor-
related with the instantaneous state of visual activity across entire
spatial maps (as shaped by the stimulus onset) than previously
recognized. Specifically, most earlier studies on the links between
microsaccades and peripheral stimuli performed analyses like
that shown in Figure 1B, where microsaccades were classified as
being either toward or opposite the hemifield of a given stimulus.
Here, we looked for a more fine-grained modulation, by present-
ing a peripheral line of two different possible orientations at any
given location in one task and by presenting two disparate (but
simultaneous) target spots in another. Our logic for using these
types of stimuli is explained in Figure 5. If the microsaccades that
are less likely to be canceled (or countermanded) are those that
reflect the instantaneous spatial representation of the stimulus,
because of spatial support from peripheral visual bursts, then
several predictions are possible from our stimulus choices ac-
cording to the figure. First, for a peripheral line presentation, the
component of microsaccades parallel to the axis connecting the
center of the line to the fixation spot should reflect the location of
the line regardless of the line’s orientation (Fig. 5A, B). This is so
because both line orientations are expected to have maximal ac-
tivation at the center of the parallel axis connecting the line to the
fixation spot, and by definition, the parallel component of mic-
rosaccades only describes the component of movements along
this axis. Second, the component of microsaccades orthogonal to
the line’s location might become spread out more if the line has
an orthogonal extent to it (Fig. 5B) than if the line were purely
parallel (Fig. 5A). In this case, instantaneous readout of spatial
activity putatively shaped by the orthogonal line will bias the
orthogonal component of microsaccades more than the activity
defined by the parallel line. Finally, if the line is replaced by two
simultaneous target onsets (Fig. 5C), instantaneous readout of
the SC spatial representation would mean that the microsaccades
that do get triggered might not be directed to either target, but
instead to the vector-average location. Thus, by choosing the
three stimulus types in Figure 5, we were able to ask whether
putatively noncanceled early microsaccades are correlated with
what might be described as an instantaneous readout of the entire
spatial representation of visual stimuli shaped by the stimulus
onset.

Our analysis of the time course of microsaccade directions in
the visual target task (consisting of extended, oriented lines) was
consistent with the hypothesized predictions of Figure 5A, B.
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Figure 5.

Predictions on the influences of peripheral shape representations on microsaccade directions. 4, A line with orientation parallel to the axis connecting the line to the fixation spot is

presented. A spatial map, as in the SC, represented in the bottom graph with a log-polar plot, would exhibit foveal activity representing the fixated target (magenta) as well as extended peripheral
activity representing the line (red). Population coding readout of this activity should result in microsaccades (red arrows) reflecting the location of the stimulus. B, The line appears at the same
location, but it is oriented orthogonal to the axis connecting it to the fixation spot. The same population coding predicts that the parallel component of microsaccades should still reflect the stimulus
location. However, the orthogonal component of the movements might be spread out more along the orthogonal direction than in A (compare the red microsaccade endpoint vectorsin A and B).
C, Inthe extreme, if two simultaneous targets are presented, the microsaccadic readout of the population activity in the spatial map would indicate a vector-average location (diagonal microsaccade
endpoint vectors shown as red arrows). Thus, the three stimulus types can test aspects of what influences microsaccade directions immediately after peripheral stimulus onset.

Specifically, we analyzed the time course of microsaccade direc-
tions after stimulus onset but for each line orientation separately,
and also for each component of microsaccade direction individ-
ually (Fig. 6A). We found that the time course of the component
of microsaccade directions parallel to the line location exhibited a
strong early bias toward this location for both parallel and or-
thogonal bars (Fig. 6 B, C, highlighted with black arrows in each
panel). That is, the component of putative noncanceled micro-
saccades directed to the center of the peripheral stimulus re-
flected the stimulus location regardless of stimulus shape or
orientation. Later, after stimulus onset, microsaccades for both
line orientations became biased away from the stimulus location.
Thus, Figure 6B, C shows that the parallel component of early
noncanceled microsaccades was correlated with the location of
both parallel and orthogonal lines and that this component oscil-
lated dynamically later in time as we saw in Figure 1B. This is
consistent with the first prediction above and in Figure 54, B.

By contrast to the parallel component, the orthogonal com-
ponent of microsaccades was unbiased for parallel lines that had
no orthogonal spatial extent (Fig. 6D), but it was more strongly
biased at the same early time window for orthogonal lines (Fig.
6E, black arrow). In other words, the orthogonal component of
microsaccades was correlated with an orthogonal component of
the visual stimulus that appeared, consistent with the second
prediction above and in Figure 5B. Thus, the microsaccades that
were putatively noncanceled were the ones that were most highly
correlated with the spatial extent of the presented peripheral
shape, even in their orthogonal component distributions.

Data from the simultaneous target task provided perhaps the
clearest demonstration that very early microsaccades after stim-
ulus onset are most highly correlated with readout of the instan-
taneous visual representation putatively defined by the stimulus
features (Fig. 5C). In this task, population coding in visual-motor
structures, such as the SC, predicts that early microsaccades

might reflect the vector-average location defined by the two pre-
sented spots (i.e., readout of the SC map by downstream premo-
tor structures would trigger a vector-average movement based on
population coding) (Lee et al., 1988). Consistent with this, we
found in both monkeys that microsaccades during the period
40-90 ms after stimulus onset in this task were predominantly
directed in between the two targets and not primarily to either
one of them alone (Fig. 7A, B, black curves). Again, these were
tiny nontargeting eye movements, but they were highly affected
by the stimulus landscape in the periphery (in this case, being
directed to the vector-average location). More interestingly, the
oscillations in microsaccade direction after this initial bias were
along the diagonal axis (e.g., Fig. 7 A, B, gray curves, C,D, full time
courses), suggesting that the often-observed later bias in micro-
saccade directions away from peripheral targets is more related to
the initial bias of these movements than to the physical location of
the stimuli per se (Fig. 7C,D). Critically, before stimulus onset
(Fig. 7C,D, negative x-axis values), microsaccades were not par-
ticularly biased in any direction along the diagonal axis, suggest-
ing that the vector-average biases that we saw after stimulus onset
(to and away from the invisible midpoint between the two stim-
uli) were stimulus-driven and did not reflect stereotypical direc-
tional idiosyncrasies by our monkeys. Thus, the results of Figures
6 and 7 combined suggest that the putatively noncanceled
movements after stimulus onset are more likely to be the
movements that happen to be supported the most by the spa-
tial pattern of presented visual stimuli, phenomenally appear-
ing as if they provide an instantaneous readout of the spatial
representations shaped by the stimuli (also see Discussion for
physiological support).

Finally, if it is true that microsaccades with spatial support by
peripheral stimuli might be harder to cancel (or countermand)
than other movements, then an additional prediction of this hy-
pothesis is that the putatively noncanceled movements should be



16230 - J. Neurosci., October 9, 2013 - 33(41):16220 16235

larger in amplitude than otherwise. This is A
a direct consequence of population cod-
ing. That is, in addition to the presence of
foveal activity associated with the fixated
target in spatial maps, such as the SC
(Hafed et al., 2009; Hafed, 2011; Goffart et
al., 2012; Hafed and Krauzlis, 2012), pe-
ripheral stimuli additionally activate pop-
ulation activity at eccentric locations
through visual bursts. Thus, if a move-
ment were to be triggered at the time of
peripheral visual bursts in spatial maps,
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40-90 ms after stimulus onset, microsac-
cade amplitude was 22 min arc * 28 min
arc SD in Monkey P, and this value was
significantly larger than the grand average
microsaccade amplitude of this monkey
for movements in the entire shown inter-
val from —100 to 300 ms relative to stim-
ulus onset (11 min arc * 11 min arc SD; p
<le-10, t test). Similarly, movement am-
plitude was 18 min arc 23 min arc SD in
Monkey N during the same time window,
compared with a grand average of 11 min
arc = 10 min arc SD (p < le-10, ¢ test).
Thus, not only were early microsaccades
after stimulus onset most highly corre-
lated with the spatial representation
shaped by the onset in terms of direction, but microsaccade am-
plitude was also correlated with the spatial support putatively
associated with peripheral visual bursts expected from the stim-
ulus onsets in our tasks.

Figure6.

intervals.

Dynamic interactions between time and space: influence of
competing motor programs at the time of phase resetting

Our spatial experiments (Figs. 5, 6, 7, and 8) above have revealed
that the putative noncanceled microsaccades (according to the
framework of Figs. 1, 2, 3, and 4) are the ones that are also most
correlated with the instantaneous state of spatial representations
defined by the peripheral stimulus onsets. Above, we hypothe-
sized that this happens because microsaccades consistent with the
spatial profile of activity driven by the visual stimulus (e.g., in
areas like the SC) might be harder to countermand than other
microsaccades, and we saw evidence how microsaccades very
early on after stimulus onset seem to be indeed revealing an in-
stantaneous readout of the spatial profile of visual stimulation

Time from stimulus

0 200 0 200
Time from stimulus

onset (ms) onset (ms)

The directions of early microsaccades after stimulus onset are correlated with the putative spatial activation expected
from the stimulus, as predicted in the scheme of Figure 54, B. A, Explanation of our analysis. We analyzed the time course of the
parallel and orthogonal components of microsaccade directions separately. Parallel and orthogonal were defined according to the
axis connecting the peripheral line to the fixation spot. B, , The fraction of microsaccades with a parallel component being directed
toward the stimulus location for each line orientation separately. The parallel component of microsaccades showed an early initial
bias toward the peripheral line regardless of the orientation of the line (highlighted with a black arrow in each panel). Later,
microsaccades were biased away from the line. D, E, Same as in B, Cbut for the orthogonal component. In this case, a y-axis value
of 0.5 would indicate no orthogonal bias in microsaccades; and because of our coordinate transformation (see Materials and
Methods), a bias >0.5 would indicate that the orthogonal component of microsaccades was spread out significantly along the
orthogonal extent of the peripheral shapes. As can be seen, microsaccades were only biased orthogonal to the line location if the
line had an orthogonal extent to it (E, black arrow), consistent with the prediction of Figure 5. Error bars indicate 95% confidence

provided by the stimulus onset. We next sought to test whether
our model can elucidate a possible mechanism underlying this
effect. In other words, how is it possible that a movement that a
stimulus fails to cancel (according to the countermanding frame-
work) is still highly correlated with that same stimulus?

To clarify how our model can provide a possible account for
why the rare microsaccades during inhibition are also the most
highly correlated with the recently appearing visual stimuli, we
were inspired by results from large saccades suggesting that the
efficacy of countermanding might be affected by the properties of
the movement plan that is being countermanded (Montagnini
and Chelazzi, 2009). We thus extended our countermanding
model as follows: we simply posited that, if stimulus onset ap-
pears during a buildup of M for an upcoming microsaccade that
happens to be directed toward the stimulus location, then this
microsaccade is harder to cancel than another microsaccade (i.e.,
the stimulus onset and its associated visual bursts provide more
spatial support for strengthening this microsaccade command
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crosaccades that were generated later by
the model were also biased away from the
stimulus. This suggests that dynamic os-
cillations in microsaccade directions
could also be an intrinsic rhythmic
property of microsaccades, just like mi-
crosaccade onset times. Thus, our re-
sults so far indicate that not only could
our model explain microsaccadic inhi-
bition, but it also provided a simple
plausible mechanism for the dissocia-
tion in time course between rate and di-
rection in microsaccades. The model
also explained the dynamic oscillation

of microsaccade directions after stimu-
lus onset, an oscillation that is fre-
quently observed experimentally.
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Figure7. Populationreadout by microsaccades in the simultaneous target task. A, B, We plotted the angular distribution

of microsaccades occurring 4090 ms after stimulus onset in the simultaneous target task (black curve). We rotated all
data such that the two targets are depicted in this analysis on the right and up axis locations (black circles). As can be seen,
in both monkeys, there was a preponderance of microsaccades directed toward neither target location, but to the vector-
average direction. Thisis as predicted in Figure 5C. Gray curves represent microsaccade angles in a later 50 ms time window.
These movements reversed away from the vector-average direction, suggesting that microsaccade direction oscillates in
time regardless of physical stimulus location. €, D, Time course analyses as in Figures 1 and 6, but now for microsaccades
along the vector-average axis. As can be seen, the early bias toward the vector-average location seen in A, B occurred only
during a specific time window immediately after stimulus onset (highlighted with diagonal black arrows in each panel).
Interestingly, there was a strong bias opposite this location later, suggesting that dynamic oscillations in microsaccade
direction might be an intrinsic property of microsaccades, as opposed to reflecting physical stimulus location (vertical black

arrows). Error bars indicate 95% confidence intervals.

compared with others). In the model, we introduced a small scal-
ing modulation of Equation 4 (i.e., multiplied it by either 1.04 or
0.96 instead of just unity scaling) to reflect such dynamic inter-
action between the upcoming microsaccade command and the
stop signal caused by the stimulus onset (see Materials and Meth-
ods). We then ran 2000 iterations of this revised model. Remark-
ably, only this single dynamic interaction term was sufficient to
explain both microsaccade rate and microsaccade direction time
courses from the same set of model trials. This is demonstrated in
Figure 9A, B. In this figure, we plotted microsaccade rate and
direction time courses from the 2000 model trial simulations,
exactly as we plotted the experimental data earlier (compare
withFig. 1). As can be seen, the model was capable of demonstrat-
ing a dichotomous time course for microsaccade rate and direc-
tion, and the distinct time courses were almost identical to those
we observed experimentally (e.g., Fig. 1A,B). Thus, the reason
that microsaccades near a rate minimum after stimulus onset are
most highly correlated with the stimulus properties could sim-
ply be that it is these microsaccades that are hardest to coun-
termand (putatively because of spatial support from
peripheral visual bursts associated with the stimulus onsets;
see Discussion).

) Finally, we found that the same con-
cept of dynamic interaction between
countermanding efficacy and the move-
ment being canceled can also explain why
microsaccade amplitudes can be highest
for the putative noncanceled microsac-
cades (as we saw in Fig. 8). Specifically, in
Figure 9C, D, we recast our model to sim-
ulate interactions between microsaccade
amplitude and countermanding as op-
posed to between microsaccade direction
and countermanding as we had done in
Figure 9A, B. In this case, we simply as-
sumed that larger microsaccades are
harder to countermand than smaller ones
(Eq. 5), again possibly because of spatial
support from peripheral visual bursts.
Again, this single dynamic interaction term was sufficient to ac-
count for our experimental observations (Fig. 9C,D, compare
with Fig. 8).

Summary

In conclusion, using a combined experimental and computa-
tional approach, we have found that both microsaccadic rate and
direction/amplitude modulations after peripheral stimulus on-
sets can be accounted for with a simple microsaccadic counter-
manding model. This model implements phase resetting of an
ongoing microsaccadic oscillatory rhythm and parsimoniously
explains the pervasive microsaccadic inhibition phenomenon
that has been extensively observed and studied during the past 10
years. Moreover, we found that dynamic interactions between
microsaccadic countermanding by a stimulus onset and the
ongoing microsaccade program (the buildup of M in the
model) can explain the surprising observation that microsac-
cades extremely early after stimulus onset might be highly
informative about the stimulus properties. These microsac-
cades simply reflect noncanceled microsaccades in the coun-
termanding framework. Our results are consistent with large
saccade countermanding, evidenced by the ease with which
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Figure8.  Time course of microsaccade amplitudes demonstrating a transient increase at the
time of strong direction biases seen in earlier figures. For each monkey, we plotted the time
course of microsaccade radial amplitude after stimulus onset. A, Monkey P. B, Monkey N. We
combined both tasks in this analysis, but virtually identical results were also obtained from each
task individually. As can be seen, microsaccade amplitude was highest shortly after stimulus
onset, exactly at the time of maximal directionality and minimum rate of microsaccades (see
also Fig. 9C,D). Error bars indicate 95% confidence intervals.

the model of Salinas and Stanford (2013) could explain our
data, and also consistent with dynamic interactions between go and
stop signals seen for large saccades under countermanding-like ex-
perimental conditions (Montagnini and Chelazzi, 2009). Thus, our
framework provides a solid foundation for understanding general
principles about interactions between saccades and visual transients
in general.

Discussion

Dissecting microsaccadic/saccadic inhibition

Microsaccadic inhibition has recently been studied extensively.
This phenomenon was initially observed after the presentation of
attentional cues (Hafed and Clark, 2002; Engbert and Kliegl,
2003; Laubrock et al., 2005), but it later became evident that
microsaccade rate is affected by any stimulus transient (Valsecchi
and Turatto, 2007, 2009; Valsecchi et al., 2007; Rolfs et al., 2008).
Moreover, stimulus features, such as visual oddballs (Valsecchi et
al., 2007) or contrast (Rolfs et al., 2008), modulate the strength
and duration of the inhibition and/or strength and latency of the
subsequent rebound. However, the terms “inhibition” and “re-
bound” remain descriptive, only characterizing the statistical
properties of frequency histograms collected after many trials. In
this paper, we investigated the underlying mechanisms for such

Hafed and Ignashchenkova e Microsaccadic Inhibition as Phase Resetting

histograms. We found that a simple mechanism of phase reset-
ting of an ongoing microsaccadic oscillatory rhythm can explain
not only microsaccadic rate signatures, but also modulations in
microsaccade directions/amplitudes.

A steady-state microsaccadic oscillatory rhythm is consistent
with experimental observations. For example, the time since the
last microsaccade is indicative of the likelihood of an upcoming
movement (Nachmias, 1959). Moreover, microsaccades can oc-
cur at specific phases of ongoing physiological a rhythms
(Gaarder et al., 1966), and these movements also exhibit signa-
tures of oscillatory behavior (Bosman et al., 2009) (also see Fig.
2C). If such a rhythm is phase reset by stimulus onsets, as our
model suggests, then the classic microsaccadic rate signature
would be perfectly expected (Fig. 2D). Our hypothesis is that such
resetting occurs through a countermanding process that cancels
an upcoming microsaccade and initiates a competing one. Evi-
dence for the operation of such a process in the SC exists for large
saccades (Paré and Hanes, 2003), making it likely that it also
operates for microsaccades.

In addition to explaining microsaccadic rate signatures, our
hypothesis also explains microsaccade direction/amplitude mod-
ulations. Moreover, further predictions from our model are pos-
sible. For example, according to our model, stimulus-related
features, such as contrast (Rolfs et al., 2008), would affect the
microsaccadic rate signature simply because these features might
be associated with different buildup rates of the accumulator M
(Egs. 1 and 4). Indeed, lower contrast stimuli have weaker (and
more delayed) visual bursts in structures, such as the SC, which
also cause longer saccade latencies (Bell et al., 2006; Boehnke and
Munoz, 2008). These stimuli would therefore likely have differ-
ent microsaccadic inhibition/rebound properties.

Our results also apply to large saccades. This is so because
saccadic inhibition does also occur (Reingold and Stampe, 2002),
and it can be modeled using competing motor commands, such
as what we hypothesized. For example, using a model conceptu-
ally similar to Salinas and Stanford (2013), Bompas and Sumner
(2011) could explain several properties of saccadic inhibition,
and neural field models of competitive integration in the SC are
generally used to explain saccadic latency phenomena (Trappen-
berg et al., 2001). Thus, a single mechanism may link all saccade
sizes to how stimulus onsets reset oscillatory rhythms of the oc-
ulomotor system.

Dynamic interactions between go and stop signals

in microsaccades

Perhaps the most remarkable contribution of our model is that it
can rather simply explain the surprising dissociation of Figure 1
(i.e., the most informative microsaccades are the rarest). This
phenomenon was referred to with the expression “rare but pre-
cious” by Pastukhov and Braun (2010), and it suggests that mic-
rosaccade direction is dissociated from microsaccade rate. This
dissociation is not easy to reconcile with existing models of mic-
rosaccade generation. For example, a class of models incorporat-
ing the SC suggests that both rate and direction are dictated by the
spatial pattern of SC activity.

According to our results, early microsaccades are escape
movements in the countermanding framework. Thus, they are
movements for which M (Eq. 1) had advanced enough at the time
of stimulus onset to allow it to overcome the onset’s counter-
manding influence. This explains the very short latencies of these
escape movements. As for their directions, our model predicts
that the efficacy of the countermanding process is modulated by
the movement being countermanded. Specifically, the model
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Figure 9.

All other conventions are as in Figure 1.

predicts that the buildup rate of M is higher (and decelerates
slower) if the movement being countermanded has spatial sup-
port by the appearing stimulus. Several observations support this
hypothesis. First, this mechanism alone is capable of replicating
the data (Fig. 9). Second, structures, such as the SC, exhibit strong
visual bursts after stimulus onsets, and these bursts happen ex-
actly when the early microsaccades are triggered (~50—100 ms
after stimulus onset). Indeed, this is reminiscent of large express
saccades, with latencies similar to those of our early directional
microsaccades; these fast express saccades are synchronized with
the early visual bursts in the SC rather than with the later motor
bursts that are normally associated with regular latency move-
ments (Dorris et al., 1997). Thus, if the noncanceled microsac-
cades are triggered anyway (because they are escapes), premotor
structures downstream from the SC, which readout the SC target
representation to execute the movement, would average SC ac-
tivity from both the foveal zone of the structure as well as the
simultaneous peripheral visual burst locations representing the
stimulus (i.e., classic population coding). This population read-
out would result in not only directional microsaccades but also
larger ones, as we saw (Fig. 8). More importantly, if the stimulus was
spatially disparate, as in the two-target presentation of Figure 5C, the
readout would result in vector-average microsaccades, again as we
observed (Fig. 7). Finally, experiments with large saccades have
shown that the efficacy of countermanding interacts with the move-

onset (ms)

Modeling the dissociation between time and space in microsaccade generation after stimulus onsets. 4, B, Model
simulations from 2000 model trials in which microsaccade directionality is incorporated in the model of Figure 2. Microsaccade rate
(A) and microsaccade direction (B), exactly as we analyzed for our experimental data (e.g., Fig. 1). As can be seen, the model
captures all the salient features of the data (compare with Fig. 1) and exhibits the same dissociation between rate and direction.
This is explained in our model by a dynamic interaction between microsaccadic countermanding efficacy and the movement that
happens to be countermanded. Movements with stronger spatial support (putatively due to the peripheral visual bursts caused by
stimulus onset) may be harder to countermand than other movements. C, D, The same concept is also able to explain why
microsaccade amplitudes can increase immediately after peripheral stimulus onset. Error bars indicate 95% confidence intervals.

tive threshold for triggering microsac-
cades (which could be achieved by
altering the M buildup rate, as observed in
the SC for large saccades) (Paré and
Hanes, 2003). For example, Hafed et al.
(2009) proposed that a microsaccade
would be triggered if the instantaneous
center of mass of SC activity deviates
away from straight ahead by a certain
predetermined threshold. If the effec-
tive threshold is somehow changed after
peripheral stimulus onsets, then fewer microsaccades would
be triggered, and the movements that do get triggered would
be larger. Thus, a model in which countermanding function-
ally alters the triggering threshold could be consistent with our
observations (e.g., Hafed et al., 2009; Engbert, 2012).

In addition to the SC, brainstem omnipause neurons (OPNs)
likely play an important role in our results. OPNs are tonically
active during fixation and pause for all saccades. They are thus
thought to gate movements. However, OPNs can also increase
their activity after stimulus onset (Everling et al., 1998; Missal and
Keller, 2002). This increase could functionally act to modulate
the buildup of the accumulator M in our model (as in Eq. 4). Such
an involvement of OPNs in our model could also potentially
explain the surprising dichotomy of Figure 1. This is so because it
is exactly when OPNs pause that the remaining brainstem pre-
motor circuitry presumably reads out the available population
SC activity to drive a movement. For the case of early noncan-
celed microsaccades, when these movements are triggered be-
cause OPNs happen to pause, premotor circuitry performs an
instantaneous readout of the entire available spatial representa-
tion of visual space at the time of triggering. This representation
includes the peripheral visual bursts occurring exactly at the time
of the escape microsaccades, explaining why the early microsac-
cades still reflect properties of the stimulus. Thus, we hypothesize
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that OPNs could play an important role in peristimulus micro-
saccade rate and direction modulations, but this remains to be
experimentally verified.

Future outlook

Finally, from a practical perspective, our phase resetting framework
can allow predicting when microsaccades might entrain to repetitive
stimuli or not. Thus, this framework can be used to design experi-
ments that either maximize or minimize microsaccadic modula-
tions. In addition, our work opens the door for additional future
investigations on interactions between microsaccades and perfor-
mance, as alluded to by recent work (e.g., Hafed, 2013). For example,
based on Figure 7, one can now design experiments that dissociate
the movement vector from stimulus location. That is, experiments
could exploit vector averaging to understand how microsaccades
affect performance at a location regardless of visual stimulation at
that location. Alternatively, the intrinsic value of one of the two
simultaneous stimuli of Figure 7 could be experimentally manipu-
lated (e.g., with prior probability or high reward), and this could bias
microsaccades away from the vector-average direction. Thus, these
experiments could modify vector averaging to allow us better under-
standing of what exactly affects microsaccades.
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