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Behavioral/Cognitive

Dopamine D; Receptors Modulate the Ability of Win-Paired
Cues to Increase Risky Choice in a Rat Gambling Task

Michael M. Barrus and Catharine A. Winstanley
Department of Psychology, University of British Columbia, Vancouver, British Columbia V6T1Z4, Canada

Similar to other addiction disorders, the cues inherent in many gambling procedures are thought to play an important role in mediating
their addictive nature. Animal models of gambling-related behavior, while capturing dimensions of economic decision making, have yet
to address the impact that these salient cues may have in promoting maladaptive choice. Here, we determined whether adding win-
associated audiovisual cues to a rat gambling task (rGT) would influence decision making. Thirty-two male Long-Evans rats were tested
on either the cued or uncued rGT. In these tasks, animals chose between four options associated with different magnitudes and frequen-
cies of reward and punishing time-out periods. As in the Iowa Gambling Task, favoring options associated with smaller per-trial rewards
but smaller losses and avoiding the tempting “high-risk, high-reward” decks maximized profits. Although the reinforcement contingen-
cies were identical in both task versions, rats’ choice of the disadvantageous risky options was significantly greater on the cued task.
Furthermore, a D, receptor agonist increased choice of the disadvantageous options, whereas a D5 antagonist had the opposite effects,
only on the cued task. These findings are consistent with the reported role of D receptors in mediating the facilitatory effects of cues in
addiction. Collectively, these results indicate that the cued rGT is a valuable model with which to study the mechanism by which salient
cues can invigorate maladaptive decision making, an important and understudied component of both gambling and substance use
disorders.
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We used a rodent analog of the Iowa Gambling Task to determine whether the addition of audiovisual cues would affect choice
preferences. Adding reward-concurrent cues significantly increased risky choice. This is the first clear demonstration that reward-
paired cues can bias cost/benefit decision making against a subject’s best interests in a manner concordant with elevated addiction
susceptibility. Choice on the cued task was uniquely sensitive to modulation by D, receptor ligands, yet these drugs did not alter
decision making on the uncued task. The relatively unprecedented sensitivity of choice on the cued task to D;-receptor-mediated
neurotransmission data suggest that similar neurobiological processes underlie the ability of cues to both bias animals toward
risky options and facilitate drug addiction. j

ignificance Statement

eral population meet the criteria for GD, with a further 4.9%
exhibiting troubling yet preclinical symptomatology (Shaffer et

Introduction
Gambling disorder (GD), in which individuals lose control over

their gambling behavior, leads to severe personal, social, and fi-
nancial consequences. Estimates suggest that ~2.5% of the gen-
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al., 1999; Cunningham-Williams et al., 2005). A better under-
standing of the neuropathology underlying GD would be helpful
in developing effective therapeutic interventions (Madden et al.,
2007).

To this end, several behavioral procedures have been designed
to evaluate gambling-like behaviors in laboratory animals. The
rat gambling task (rGT; Zeeb et al., 2009) is loosely based on the
Iowa Gambling Task (IGT) used clinically to assess decision mak-
ing under uncertainty. In both tasks, subjects choose between
four options, each resulting in distinct patterns of gains or losses
according to probabilistic schedules with the goal of accruing
reward. The best strategy is to favor options associated with
smaller gains but also smaller penalties and to avoid the tempting
“high-risk, high-reward” outcomes. Although such options can



786 « J. Neurosci., January 20, 2016 - 36(3):785-794

yield greater rewards per trial, the disproportionately larger pun-
ishments result in considerably less benefit over time.

Choice on the rGT and IGT is mediated by similar neural
circuitry involving the medial prefrontal cortex, orbitofrontal
cortex, and basolateral amygdala (Bechara et al., 1999, Fellows
and Farrah, 2005; Zeeb et al., 2011, 2013, Paine et al., 2013).
Surprisingly, despite substantial evidence implicating dopamine
in reward-related behavior (Bergh et al., 1997; Shinohara et al.,
1999; Zack et al., 2004; Dodd et al., 2005) and in the iatrogenic
development of GD in parkinsonian patients (Weintraub et al.,
2006), choice patterns on the rGT are not predominantly driven
by the dopamine system. Amphetamine-induced choice impair-
ments are not mediated by the psychostimulant’s dopaminergic
actions (Zeeb et al., 2013). Furthermore, neither administration
of D,-like or D,-like agonists nor a selective dopamine reuptake
inhibitor affected choice (Zeeb et al., 2009) (Baarendse et al.,
2012).

Highly salient win-associated cues are a significant compo-
nent of human gambling, yet these are notably absent in the rGT.
Although cues predictive of reward increase the release of dopa-
mine (Schultz, 1998), dopaminergic neurons appear to fire more
strongly when reward delivery is probabilistic, with the greatest
increase occurring when uncertainty is maximized (Fiorillo et al.,
2003). Mice will also work for the presentation of complex, vari-
able audiovisual cues in a dopamine-dependent manner some-
what similar to cocaine self-administration (Olsen et al., 2009).
Sensitivity to the behavioral influence mediated by reward-paired
cues haslong been associated with vulnerability to drug addiction
and the propensity to relapse (Everitt et al., 2000, Kruzich et al.,
2001; Saunders et al., 2010) and may also mediate the transition
from recreational to problem gambling (van Holst et al., 2012;
Grant and Bowling, 2015). A robust demonstration of cue-
induced maladaptive decision making would therefore be of
value to the study of both gambling and substance use disorder,
in addition to improving the construct validity of the rGT. We
therefore hypothesized that adding win-related cues to the rGT,
which increased in variety and complexity with reward size,
would exacerbate risky decision making and enhance the role of
the dopamine system in mediating choice.

Materials and Methods

Subjects

Subjects were 48 male Long—Evans rats (Charles Rivers Laboratories)
weighing 250-275 g upon arrival at the animal facility. Animals were
food restricted to 85% of free-feeding weight and maintained on a diet of
14 g of standard rat chow per day. Water was available ad libitum in home
cages. Animals were housed in pairs and maintained in a climate-
controlled colony room on a 12 h reverse light cycle (lights off at 8:00
A.M.). All experimental work was approved by the University of British
Columbia’s Animal Care Committee and husbandry was performed in
accordance with the standards set forth by the Canadian Council of
Animal Care.

Behavioral apparatus

Testing took place in 16 standard Med Associates 5-hole operant cham-
bers housed in ventilated sound-attenuating cabinets. Each chamber fea-
tured a food tray outfitted with both a stimulus light and an infrared
beam for detecting nose-poke inputs. Sucrose pellets (45 mg; Bio-Serv)
could be delivered to this tray from an external food hopper and a house
light was positioned on the chamber wall above. An array of five response
apertures was located on the opposite wall, each equipped with stimulus
lights and infrared beams for detecting input. The operant chambers ran
according to MedPC programs authored by C.A.W. and controlled by an
IBM-compatible computer.
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Behavioral testing
Operant training. Three groups of 16 rats were tested in series. Animals
were initially habituated to the operant chambers over the course of two
30 min exposures during which sucrose pellets were placed in each of the
apertures and animals were allowed to explore the apparatus. Animals
were then trained on a variant of the five-choice serial-reaction time task
(5-CSRTT) in which one of the five nose-poke apertures was illuminated
for 10 s and a nose-poke response was rewarded with a single sucrose
pellet delivered to the food magazine. The aperture in which the stimulus
light was illuminated varied across trials. Each session consisted of 100
trials and lasted 30 min. Animals were trained on this task until respond-
ing reached 80% accuracy and <20% omissions. Once this training was
complete, rats then performed a forced-choice variant of the rGT/cue
preference task (CPT). This training procedure was designed so that
animals were forced to respond an equal number of times to each aper-
ture that would be used in the rGT (from left to right: 1, 2, 4, and 5) to
ensure equal exposure to the contingencies associated with each hole and
to minimize any potential primacy effects. For the two cohorts of 16 rats
that would eventually perform the rGT, the contingencies on this task
and presence/absence of cues were the same as those used in the full
versions of the rGT (detailed below). For the third cohort of 16 animals
that would eventually perform the CPT, the salient win-paired cues were
identical to the cued rGT, but selection of any option was invariably
rewarded with one sucrose pellet; there was no possibility of punishment.
rGT. A task schematic is provided in Figure 1. Each trial began with the
illumination of the tray light. A nose-poke response in the tray turned the
tray light off and began a 5 s intertrial interval (ITI) during which all
lights were extinguished and the animal had to refrain from responding
in any of the apertures. After the ITI, cue lights in the response apertures
1, 2, 4, and 5 were illuminated by a solid cue light on each trial. A
nose-poke response at an illuminated aperture was then either rewarded
or punished according to the unique reinforcement schedule associated
with that aperture (Fig. 1). If the response was rewarded, the aperture
light would be extinguished, the tray light would be illuminated, and the
appropriate number of sucrose pellets would be distributed. The ani-
mal’s response in the tray extinguished the tray light and initiated a new
trial. If the response at the array was punished, a time-out period com-
menced during which the selected aperture flashed at a rate of 0.5 Hz for
the duration of the penalty time-out, after which the aperture light
turned off, the tray light turned on, and the animal was able to initiate a
new trial. If the rat responded in any aperture during the ITI, the trial was
scored as a premature response and the house light illuminated to mark
a5 stime-out period during which the animal would be unable to register
a response. This premature response measure is based on that provided
by the 5-CSRTT, which was developed as a rodent analog of the contin-
uous performance task (Beck et al., 1956), and is considered a well vali-
dated measure of motor impulsivity (Voon et al., 2014, Sanchez-Roige et
al., 2014). At the end of the time-out period, the house light turned off,
the tray light turned on, and the animal could begin a new trial.

Unlike tasks that use a block design (Evenden and Ryan, 1996), the
reinforcement contingencies were kept constant throughout the session
and animals were free to choose from any option on every trial. Previous
analyses indicate that choice patterns remain constant throughout the
session (Zeeb et al., 2009). The different schedules of reward and pun-
ishment associated with each aperture resulted in unequal return across
each 30 min session. The optimal strategy was exclusive choice of P2,
which would yield the maximal expected returns due to the relatively
high probability of reward (0.8) and comparatively short (10 s) and
infrequent (p = 0.2) time-out penalties. Although the return on individ-
ual winning trials was higher for options P3 and P4, the higher frequency
and longer duration punishments associated with these options made
their selection disadvantageous over time. Numerous behavioral tasks
successfully use time-out periods as effective punishments in the shaping
of behavior, including the 5-CSRTT and stop-signal paradigms (Carli et
al., 1983, Eagle et al., 2008). We have shown previously that these delay
periods are critical in attenuating choice of the options associated with
larger but less frequent rewards (Zeeb et al., 2009). The position of each
option was counterbalanced across animals to mitigate any potential
thigmotaxis-mediated biases toward the holes on the far side of the array.
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Task schematic of cued and uncued rGT procedure. The rGT began with illumination of the tray light. A nose-poke response in the food tray extinguished the tray light and initiated a

new trial. Afteran ITl of 55, 4 stimulus lights were turned on in holes 1,2, 4, and 5, each of which was associated with a different number of sugar pellets (P1-P4). The animal was required to respond
in one of these holes within 10 s. This response was then rewarded or punished depending on the reinforcement schedule for that option (indicated by the probability of a win or loss in brackets).
If the animal was rewarded in the uncued task, then the stimulus lights were simply extinguished and the animal received the corresponding number of pellets in the now-illuminated food tray. In
the cued task, reward delivery was also accompanied by audiovisual cues that increased in complexity with reward magnitude (see Table 1 for details). The duration of the cues was held constant
at2sacross all options. In both task variants, a response at the food tray then started a new trial. If the animal was punished, then the stimulus light in the corresponding hole flashed at a frequency
of 0.5 Hz for the duration of the punishing time-out and all other lights were extinguished. At the end of the punishment period, the tray light was turned on and the animal could initiate a new trial.
Failure to respond at the illuminated holes resulted in an omission, whereas a response during the [Tl was classified as a premature response and punished by a 5 s time-out during which the house
light was turned on. The order of the options from left to right is counterbalanced within each cohort (version A as shown, version B: 4, 1, 3, 2) The maximum number of pellets that could be
theoretically obtained if the option was chosen exclusively in a 30 min session (not allowing time for choice/food consumption for consistency) is given, providing an objective value for each option.

Version A (n = 16) was arranged P1, P4, P2, and P3 from left to right and
version B (n = 16) was arranged P4, P1, P3, and P2. A total of 16 animals
were tested on this version of the task and an additional16 were tested on
the cued rGT.

Cued rGT. The structure of the cued rGT was identical to that of the
original uncued rGT except for the introduction of audiovisual cues that
accompanied reward delivery on winning trials and and varied in com-
plexity across options. Comparable to the experience of human gambling
games, the magnitude of win-associated cues became considerably larger
as win size increased, as shown in Table 1. Before designing the cued rGT,
we first used a simple flash frequency preference test to determine
whether animals preferred slower versus faster frequencies of flashing
light and could discriminate between them. Each trial consisted of a
choice between 2 flashing apertures, the location (holes 1-5) and flash
frequency (1-5 Hz) of which were determined at random. A nose poke in
either of the illuminated apertures was always rewarded with delivery of
asugar pellet at the food tray. Animals (n = 16) showed a clear preference
for cue lights flashing at higher frequencies (choice: F, 54y = 12.71, p <
0.001 data not shown). Choice of the 3, 4, and 5 Hz options was signifi-
cantly higher than choice of the 1 and 2 Hz options, so we chose to use

Table 1. Details of cues used for different reward sizes in the cued rGT

Option  Cue duration  Auditory cues Visual cues Variable?

P1 25 1tone Flash H1,2.5Hz,2s No
2 tones, in sequence

P2 25 1seach Flash H4,2.5Hz, 2 No
3tones, in sequence  Flash H5, 5 Hz, 1s; Flash

P3 25 0.2seach H2, H3, H4, 5Hz, 1s Yes; 2 patterns
6 tones, in sequence  Flash H2, 5Hz, 1s; Flash H1,

P4 2s 0.2seach H2, H3, H4, H5, 5Hz, 1s Yes; 4 patterns

visual cues that flashed at a frequency of 5 Hz combined with a sequence
of auditory tones that changed every 0.2 s. Each reward-paired cue was
concurrent with pellet delivery and lasted for 2 s in total, after which a
new trial could be initiated. On a rewarded P1 trial, the corresponding
aperture flashed at 1 Hz and the tray light was solidly illuminated. A
single tone played concurrently with the flashing cue light. Likewise, a
rewarded P2 trial was marked by the cue light in the corresponding
aperture flashing at a rate of 1 Hz and the tray light was again solidly
illuminated. A win on P2 was also marked by a tone sequence composed
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Table 2. Details of drug doses used

Drug Drug type Dose (mg/kg)

Amphetamine Nonselective dopamine agonist Vehicle,0.3,1.0,1.5

Eticlopride Dopamine D2 family antagonist Vehicle, 0.01,0.03, 0.06
PD128907 Dopamine D3 agonist Vehicle, 0.01,0.03,0.1
SB-277011-A Dopamine D3 antagonist Vehicle, 0.5,1.5,5.0
PD-168077 Dopamine D4 agonist Vehicle, 0.5,1.0,5.0
A-391383 Dopamine D4 antagonist Vehicle, 0.5,1.0,5.0

of 2 distinct 1 s tones delivered in the same order on each trial. The cues
associated with the larger rewards were more complex and variable, con-
sistent with observations that rodents find such cues appetitive (Olsen et
al., 2009). The 6 tones used were as follows: 4, 8, 10, 12, 15, and 20 kHz.
We have successfully used these tones as discriminative stimuli in other
behavioral procedures (Winstanley et al., 2011, Rogers et al., 2013. Using
the letters A-F to represent a different tone, the patterns for P3 were as
follows: CDEDCDEDCD; CECEDEDECE. Similarly, the patterns for P4
were as follows: ABCDEFEDCB; BCDCDEDEFE; CEDFCEBDAGC;
FEDCBAFEDC. With respect to the visual cues, the first light to flash was
the hole associated with that response. For P3 and P4, the visual stimuli
then became more varied in the last second of the cue, using sequences of
multiple lights that change in sync with the tones. Lights could be illu-
minated together (as indicated by numbers in brackets) or indepen-
dently. The following numbers correspond to the aperture, numbered
from left to right of the operant box. The patterns for P3 were as follows:
5434543454; (5 + 3)4(5 + 3)4(5 + 3)4(5 + 3)4(5 + 3)4. The patterns for
P4 were as follows: 1234543212; (2 + 4)(1 + 3 +5)(2 + 4)(1 + 3 +
52+4)(1+3+5)(2+4)(1+3+5)(2+4)(1+3+5);1324354231;
32+ 4)(1+5)(2 +4)3(2+ 4)(1 +5)(2 + 4)3(2 + 4). The tone/light
pattern played on each winning trial was determined randomly, but no
pattern was presented on sequential trials. The tray light also flashed at a
frequency of 5 Hz in conjunction with the array lights and tones.

CPT. To control for the specific contributions of salient cues alone to
choice behavior regardless of any conditioned associations between the
cues and particular outcomes, an additional 16 animal cohort was
trained on the CPT. This task was identical to the cued rGT except that a
response to any of the four apertures was rewarded with a single sucrose
pellet on an FR1 schedule with no possibility of punishment. The win-
related cues were identical to those on the cued rGT. For example,
whereas selection of the P4-designated aperture on the CPT results only
in one sucrose pellet, the delivery of this reward was still paired with the
complex P4-associated win cues. This relationship is consistent across all
options. As on both versions of the rGT, the location of each option was
counterbalanced across the group. Version A (n = 8) was arranged P1,
P4, P2, and P3 from left to right and version B (n = 8) was arranged P4,
P1, P3, and P2.

Drugs

Phar‘%nacological manipulations began once animals had achieved stable
baseline responding, defined as a nonsignificant effect of session and
choice X session interaction on a repeated-measures ANOVA across the
previous three sessions. All drugs were prepared fresh daily and the order
in which doses were administered was determined by a Latin-square
design. Each drug was administered in 3 d cycles; the first day was a
baseline session, the second a drug administration day, and the third a
rest day in which animals were not tested and remained in the home cage.
Drugs were administered 10 min before the start of behavioral testing,
except for SB-277011-A, which was administered 30 min before testing.
To prevent any potential carryover effects, animals were given a washout
period between drugs of at least 1 week. During this period, they were
tested on the task.

Drug doses are provided in Table 2. Doses and routes of administra-
tion were based on previous reports (Zeeb et al., 2009; Cocker et al.,
2014). All doses were calculated as the salt. p-amphetamine sulfate, eti-
clopride, PD-168077, PD128907, and SB-277011-A were purchased
from Sigma-Aldrich. A-381393 was a gift from Dr. Anton Pekcec of
Boehringer Ingelheim. All drugs were delivered via intraperitoneal ad-
ministration, with the exception of PD128907, which was delivered
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subcutaneously. p-amphetamine sulfate, eticlopride, PD-168077, and
PD128907 were dissolved at a volume of 1 ml/kg in 0.9% sterile saline.
A-381393 was dissolved in a solution of 40% 0.1 M hydrochloric acid.
SB-277011-A was dissolved in a solution of sterile water and 10% w/v
(2-hydroxypropyl)-B-cyclodextrin. The order of administration in the
first cohort of rats performing the rGT was as follows: b-amphetamine,
eticlopride, PD-168077, and A-381393. The order of administration in
the second cohort of rats performing the rGT was D-amphetamine, eti-
clopride, PD128907, and SB-277011-A. The primary purpose of the CPT
was to determine to what degree the behavioral effects of adding cues to
the rGT reflected a simple preference for the more complex audiovisual
cues, as opposed to any conditioned associations formed between those
cues and probabilistic delivery of larger rewards. Therefore, we only
tested compounds on the CPT that selectively affected performance of
the cued rGT, namely the D, receptor ligands. The order of administra-
tion in this third cohort was therefore PD128907, SB-277011-A.

Behavioral measurements

The primary dependent variable, choice of each individual option, was
calculated as [(all choices of a given option)/(total trials completed)] =
100. Calculating choice preference as a percentage rather than as a raw
count controlled for differences in total trials executed across sessions
and between animals (Zeeb et al., 2009). A measure termed the “score
variable” was developed to communicate to what extent an animal’s
choice was optimal. As is often used to represent data obtained from the
IGT (Becharaetal., 1999), the score variable was defined as the difference
between choice of the advantageous options and the disadvantageous
options and was calculated according to the following formula: [(choice
of P1) + (choice of P2)] — [(choice of P3) + (choice of P4)] (Zeeb et al.,
2011). A positive score indicated that the rat had adopted the optimal
choice strategy favoring the advantageous options, whereas a negative
score indicated a net preference for the high-risk, disadvantageous
options.

As described previously, any response made during the ITI was scored
as a premature response, and these were calculated as [(total premature
responses)/(total trials initiated)] * 100. As with choice preference, this
formula yielded a percentage score. Latency to choose an option was
calculated as the time between the end of the ITT and a response in any of
the apertures. Latency to collect reward was calculated as the time be-
tween reward delivery and the animal’s subsequent nose-poke response
in the tray. Both choice and collection latency were averaged across ses-
sion for each option. Behavioral testing continued until statistically stable
performance was established, defined as no main effect of session or
choice X session interaction term when analyzing data from 3 consecu-
tive days.

Data analysis

All data analysis was performed with SPSS version 22.0.0 for Mac (IBM).
Percentage variables were arcsine transformed to minimize artificial ceil-
ing effects. Significance was set at the p < 0.05 level for all data analysis.
Repeated-measures ANOVAs were used to analyze data, with choice
(four levels, P1-P4), session, and drug dose (four levels, vehicle + three
doses of drug) as within-subjects factors and group as a between-subjects
factor. One animal in the uncued group was excluded from all analyses
due to unresolved behavioral instability.

Results

Baseline choice behavior

Both groups trained on versions of the rGT reached behavioral
stability at the same time point (sessions 35-37; session X choice:
Fs,174) = 0.39, p = 0.885; session X choice X cue: Fg 74y = 1.03,
p = 0.409). Animals performing the cued rGT demonstrated a
significantly more disadvantageous choice preference compared
with those trained on the uncued rGT (Fig. 2A; choice X group:
F; 47 = 4.12, p = 0.009). On average, rats performing the cued
task exhibited a reduced preference for P2, the best option, and
also chose P3, one of the disadvantageous options, more fre-
quently (group P2: F(, ,o) = 6.44, p = 0.017, group P3: F, ,5) =
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Table 3. All behavioral variables at baseline and after D, ligand administration in
the uncued rGT, cued rGT, and CPT

Prematures  Choice latency Collection latency Omissions
Trials (%) (s) (s) (%)
Uncued rGT  99.87 == 8.28 21.05 = 3.61 1.30 = 0.23 1.36 == 0.32 0.76 == 0.31
CuedrGT  79.69 = 7.40 23.87 =3.83 1.24 =017 0.84 = 0.09 1.40 = 0.86
CPT 101.04 = 9.75 10.79 = 0.67 2.05 = 0.18 230 = 0.11 4.58 +0.78

Baseline data broadly resembled that published previously (see recent meta-analysis by Barrus et al., 2015. Prema-
ture responding correlated with risky choice in this dataset (r3;, = 0.38, p = 0.035), although, as we have
discussed before (Barrus et al., 2015), we do not believe that this relationship is causative. Although animals
appeared to more quickly choose the more risky options (data not shown), this difference was not statistically
significant (choice; f 3 35) = 1.82, p = 0.161) and there was no relationship between choice preference and choice
latency (r = —0.001, p = 0.995). Data shown are group mean = SEM.

7.89, p = 0.009). No other behavioral measures differed signifi-
cantly between groups (all F = 3.32, all p = 0.079). All animals
trained on the CPT reached behavioral stability at the same time
point (sessions 3—5; session X choice: Fg 99y = 1.31, p = 0.258).
In contrast to the rGT and the cued rGT, animals performing the
CPT did not demonstrate a significant preference for any option
and sampled fairly equally between all 4 holes, although choice of
the option associated with the most complex cue was greatest
(Fig. 2B; choice: F 5 45) = 1.49, p = 0.231).

There were no changes in choice behavior once animals
achieved stability. Behavior at baseline was compared with be-
havior during the vehicle injection day for each drug; no signifi-
cant differences in choice behavior were found (vehicle: all F =
3.08, all p = 0.101; vehicle X choice: all F =< 1.99, all p = 0.12).
Additional behavioral measures are provided in Table 3.

Amphetamine
Consistent with previous reports, amphetamine increased choice
of P1 and decreased choice of P2 in the uncued group (Fig. 3;
dose X choice: Fg 1,6 = 5.58, p < 0.001, saline vs 0.3 mg/kg:
F5.45) = 5.44, p = 0.003, saline vs 1.0 mg/kg: F; 4,y = 8.39,p <
0.001, saline vs 1.5 mg/kg: F(5 ,,, = 10.76, p < 0.001), whereas
there was no significant effect of drug on choice behavior in the
cued group (Fig. 3; dose X choice: Fg ;35 = 1.177, p = 0.314).
The highest dose of amphetamine increased choice latency in
the cued group and, although there was an overall significant
effect of dose in the uncued group, no specific dose had a signif-
icant effects on this measure compared with vehicle (dose un-
cued: F; 45y = 3.38, p = 0.027; cued: F; 45y = 3.84, p = 0.016;
saline vs 1.5 mg/kg: cued F(; 45, = 3.84, p = 0.016, 1.23 = 0.20 vs
1.67 * 0.25). A robust increase in premature responding was
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A, Risky choice is higher at baseline on the cued versus uncued rGT. B, No significant preference for any option was observed on the CPT. Data shown are mean == SEM. *p << 0.05.

observed in both cohorts (dose uncued F; ,,) = 2.39, p = 0.049;
cued: F; g7y = 7.96, p < 0.001; saline vs 0.3 mg/kg uncued F; ,,,
=2.39, p = 0.049, 27.19 * 4.02 vs 41.34 = 3.83; cued F; 45, =
6.44,p =0.001,25.94 == 4.31 vs 44.81 £ 4.61) and omissions were
increased by amphetamine in the cued group (dose uncued F; 4,
= 1.34, p = 0.275; cued: F; 45y = 3.44, p = 0.025, saline vs 1.5
mg/kg: Fis 45 = 3.84, p = 0.016,0.75 + 0.23 vs 5.13 + 2.23). No
other variable was affected by the drug (all F < 2.81, NS).

Eticlopride

In contrast to previous reports (Zeeb et al., 2009, 2013), the D,
antagonist eticlopride did not improve performance by increas-
ing choice of the best option in the uncued procedure and a
similar null effect on choice behavior was observed in the cued
version of the task (dose uncued F; 45, = 1.10, p = 0.358; cued
F330) = 1.23, p = 0.310; dose X choice uncued; Fy 135, = 0.89,
p = 0.529 cued: Fo,,,, = 1.07, p = 0.391).

Eticlopride increased the latency to make a choice (dose un-
cued: F; 45, = 6.02, p = 0.002; Cued: F; 39y = 7.75, p < 0.001;
saline vs 0.06 mg/kg: uncued F(, ;5, = 10.04, p = 0.006, 0.94 *
0.08 vs 1.48 *+ 0.16; cued: F(; 14, = 15.36, p = 0.002, 0.96 * 0.14
vs 1.53 £ 0.19) and decreased premature responses (dose: un-
cued F(5 45) = 5.54, p = 0.003; cued: dose: F; 59 = 7.725, p <
0.001; saline vs 0.06 mg/kg uncued: F, ,5, = 8.49, p = 0.011,
23.36 * 3.23 vs 13.89 * 2.52; cued: F, ;) = 13.48, p = 0.003;
27.48 = 3.90 vs 14.71 * 2.56). Eticlopride also slightly increased
omissions in the uncued group (dose: uncued: F; 45, = 3.90,p =
0.015; saline vs 0.06 mg/kg: F(, ;5 = 4.82, p = 0.044; 0.27 = 0.15
vs 2.60 = 1.05; cued: F(5 55, = 0.92, p = 0.438), collectively indic-
ative of motor slowing at higher doses, as expected after higher
doses of dopamine antagonist administration. There were no ef-
fects on any other behavioral measure (all F =< 1.44, p = 0.243).

PD128907

rGT and cued rGT

The highest dose of the D agonist PD128907 increased choice of
the risky, disadvantageous option P3, but only in the cued group
(Fig. 4A, B, Table 4; dose uncued: F; 5, = 1.94, p = 0.154; cued:

F351y = 3.32, p = 0.039; saline vs 5 mg/kg: dose: F, ;) = 6.628,

p = 0.04).

Although PD128907 had no effect on premature responses in
the cued group, the lowest and highest dose increased and de-
creased this form of impulsivity respectively in the uncued group
(dose uncued: F(;,,, = 8.58, p = 0.001; saline vs 0.01 mg/kg-
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uncued rGT (A), but these effects did not reach statistical significance in the cued rGT (B). Data are graphed as the mean change from vehicle == SEM to illustrate the effect of each drug across task
independent of the difference in preference for each option between task variants and individual subjects. *p << 0.05.
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Figure 4.  Selective modulation of choice on the cued rGT by D, receptor ligands. The D, agonist PD128907 significantly increased P3 in the cued group (B), but not in the uncued group (A).

SB277011-A likewise selectively affected the cued group alone and had the opposite pattern of effects to the agonist, decreasing choice of P3 (E). SB-277011-A did not affect choice in the uncued
group (D). Neither PD128907 nor SB-277011-A affected choice in the cue preference group (€, F). Data are graphed as the mean change from vehicle = SEM toillustrate the effect of each drug across
task independent of the difference in preference for each option between task variants and individual subjects.

F(, 7 = 9.05, p = 0.020, mean * SEM: 14.36 * 3.23 vs 22.63 =
4.51; saline vs 0.1 mg/kg- F, ;) = 11.36, p = 0.012, mean * SEM:
14.36 = 3.23 vs 10.56 * 4.27; cued: F(;,,, = 0.95, p = 0.43).
Choice latency, collection latency and omissions were also in-
creased in the uncued group, but not the cued group, although no
individual dose was significantly different from saline (dose:
choice latency, uncued: F;,,, = 3.59, p = 0.031, mean = SEM:
saline: 0.95 *+ 0.21, 0.01 mg/kg: 0.94 *+ 0.23, 0.03 mg/kg: 0.98 +
0.19, 0.1 mg/kg: 1.13 * 0.10; cued: F5,,,) = 0.79, p = 0.512;
collection latency, uncued: F;,,) = 3.09, p = 0.049, mean *
SEM: saline: 1.00 * 0.10, 0.01 mg/kg: 0.99 = 0.12, 0.03 mg/kg:
1.01 = 0.13, 0.1 mg/kg: 1.11 * 0.17; cued: F5,,, = 0.77, p =

0.525; omissions, uncued: F(5 ,,) = 3.27, p = 0.041; mean * SEM:
saline: 0.00 *+ 0.00, 0.01 mg/kg: 0.25 *+ 0.25, 0.03 mg/kg: 0.5 *+
0.38, 0.1 mg/kg: 0.71 * 0.18; cued: F5,,, = 1.93, p = 0.156).
Trials completed were not affected by the drug (uncued: F; ,,) =
0.59, p = 0.63; cued: F5,;, = 0.93, p = 0.443).

CPT
PD128907 did not affect choice behavior in the CPT (Fig. 4C,

Table 4; dose: F; 45, = 1.93, p = 0.14; dose X choice: Fg 156y =
0.00, p = 0.96). Similar to results from the uncued rGT, the
highest dose decreased premature responses (dose: F; 45) = 6.74;
p =0.001; saline vs 0.1 mg/kg: F; 45y = 15.78, p = 0.001, mean *
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Table 4. Percent choice of each option after amphetamine (amph), PD128907 (PD), or SB-277011-A (SB)

Uncued rGT (% choice) Cued rGT (% choice)

CPT (% choice)

Dose (mg/kg) ~ P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

BL 819+ 186 69.26 + 5.96 5112138 1744+645 613154 4457762 2868801 2063691 2626475 17.62*3.13 23.62*358 3250 *5.15
Amph-vehicle  11.25 £2.75  60.96 + 7.21 551151 2229+771 1285+524 4229*+780 2586 =700  19.00 = 5.60

Amph 0.5 2004 £428 4977 £674 1043464 1975705 140335 4052655 2431647 2085593

Amph 1.0 237 £627 4134+513 774205 1855552 2654480 2781 =446 2136 =484 2429 + 554

Amph 1.5 39.85+7.03  31.51 = 4.09 786312 2077 =613 2580 £544 3380 =507 2120=592 1921 4N

PD vehicle 324081 68.13 £10.2 599 £306 2264110 549*237 4459+143 2947 = 1408 2045133 2806 =598 2200510 20.07 =470 29.87 *6.89
PD0.01 393074 69.69 = 9.85 304109 2334111 578 £245 3891115 35451389 1985+ 124 2935+724 2337 £573 1748 =360 2979 = 6.60
PD0.03 341089 6642+ 1050 464234 2553113 536258 3981129 34851356 1998 =130 2826727 248 =572 17.70*399 29.22 + 6.80
PDO.1 208075 71211025 381190 2289110 411104 4153135 33961452 2039128 2442+7.09 2695+ 661 17.01 =458 31.62* 745
SB vehicle 363145 64201179 408 +204 2809*132 620291 3565123 36011352 2213143 31.09 X662 21.89 =490 1754341 2949 * 6.49
SB0.5 3.03 =137  68.67 = 9.44 3831195 2447109  6.62 =431 3576139 34301460 2332150 3113595 2199*559 1728392 29.60 =578
SB1.0 487 278 6490 1044 434357 2589117 749+388 4191+ 136 2859+ 1351 2200 =144 2982636 1604 =405 2138370 3276 *6.59
SB5.0 253076 67.52%+9.77 477 +258 2518109 514203 3525*127 38311398 2130+ 13.1 3045 *6.08 1888 =478 2039476 3028 +6.88

Significant within-subject differences from vehicle are noted in bold. Data shown are group mean == SEM. Note that the SEM reflects variation between subjects and is therefore not a reliable indication of the size of a within-subjects drug

effect.

SEM: 6.62 = 1.85 vs 1.32 * 0.43). Choice latency also increased
(dose: F3 4,) = 4.23, p = 0.01), again, an effect driven by a de-
crease at the highest dose (saline vs 0.1 mg/kg: F(, 1,y = 5.52,p =
0.034, mean = SEM: 2.26 = 0.30 vs 2.93 = 0.31). No other
behavioral measures were affected (all F < 2.79, all p = 0.072).

$B277011-A

rGT and cued rGT

The lower doses of the D; antagonist SB277011-A had the inverse
pattern of effects to PD128907 in the cued group, decreasing
choice of the disadvantageous option P3, yet was without effect in
the uncued group (Fig. 4D, E, Table 4; dose: uncued: F; 14 =
0.08, p = 0.969; cued: F(5 ,,) = 3.07, p = 0.05; saline vs 0.5 mg/kg:
F, ;) = 6.78, p = 0.035; saline vs 1.5 mg/kg: dose X choice F, ,,
= 4.81, p = 0.01). The drug did not affect any other behavioral
measures (all F = 2.73, p = 0.070).

CPT

SB277011-A did not affect choice behavior in the CPT (Fig. 4F,
Table 4; dose: F; 45) = 0.94, p = 0.428; dose X choice: Fg 35y =
1.34, p = 0.224), or any other behavioral measures (all F = 3.84,
all p = 0.088).

A-381393

A-381393, a selective D, receptor antagonist, did not significantly
affect choice in either group (dose: uncued: F; ,,, = 0.254, p =
0.254; cued: F5,,) = 0.312, p = 0.817; dose X choice: uncued:
Fo637) = 1.22,p = 0.299; cued: F g 55, = 1.88, p = 0.072) or any
other behavioral measures (all F = 2.69, all p = 0.060).

PD-168077

The D, receptor agonist PD-168077 did not affect choice behav-
ior in either the cued or uncued groups (dose: uncued: F; ,,) =
0.256, p = 0.856; cued: F(5,,) = 0.15, p = 0.929; dose X choice:
uncued: Fg 63y = 0.56, p = 0.828; cued: F(g 55y = 0.44, p = 0.911).
All other behavioral measures were likewise unaffected (all F =
2.03, all p = 0.092).

Discussion

This work provides the first clear demonstration in an animal
model that salient, audiovisual win-related cues are sufficient to
enhance choice of riskier, more disadvantageous options, thereby
modeling the negative impact that such cues may have on human
choice. Furthermore, the presence of such cues alters the way in
which certain dopaminergic ligands impact decision making.
Choice on the cued task appears uniquely sensitive to modulation
by D, receptor drugs; the agonist PD128907 increased choice

of one of the high-risk options, whereas the D; antagonist
SB277011-A had the opposite effect. These compounds did not
affect choice in the uncued procedure nor the CPT, suggesting
that cue-biased risky choice can be pharmacologically dissociated
from both the process of discriminating between options associ-
ated with probabilistic reinforcement schedules and from simply
responding for cue-paired rewards. In contrast, amphetamine
only drove a risk-averse shift away from P2 and toward P1 in the
uncued task. Numerous studies specifically implicate D5 recep-
tors in mediating the maladaptive influence of cues in substance
use disorder and recent data posit a critical role for this receptor
subtype in GD (Boileau et al., 2014; Lobo et al., 2015). The cued
rGT may therefore provide a novel method to determine empir-
ically the degree to which cue sensitivity can promote poor choice
in a cost/benefit model in a manner central to the addiction
process.

Comparable null effects were observed across both task ver-
sions after administration of eticlopride. Previous publications
either likewise report no effect of D,-like antagonists on-task
(Paine et al., 2013) or observed a small increase in preference for
the most optimal P2 choice (Zeeb et al., 2009, 2013). The reasons
for these discrepant results are unclear, but collectively indicate
that D, receptor blockade does not have robust effects on choice
behavior. The selective D, agonist and antagonist were also
equally ineffective at modulating performance of either rGT ver-
sion. Although D, agents have not typically resulted in significant
behavioral effects on a variety of cognitive procedures (Oak et al.,
2000, Le Foll et al., 2009), this receptor subtype has been impli-
cated in some aspects of addiction (Di Ciano et al., 2014) and in
the attribution of incentive salience to subthreshold environ-
mental stimuli during fear conditioning (Lauzon etal., 2009). We
also found that D, receptor ligands modulated the erroneous
expectation of reward on a rat slot machine task (rSMT), in which
the animal must correctly interpret a series of cue lights as being
indicative of a win or loss to optimize reward earned (Cocker et
al., 2014). In the rSMT, the cues are present during the selection
and initiation of the operant response and, as per fear condition-
ing procedures, the cues are truly predictive of an outcome. In
contrast, on the rGT, the cues are instead delivered after the
choice has been made and only when the outcome involves de-
livery of reward. Cue presentation is therefore reward concurrent
rather than reward predictive and may therefore influence choice
via an alternative mechanism.

It is worth considering whether the cues inhibited learning
rather than biased “informed” choice, perhaps by confusing or
distracting the animal. However, animals trained on both the
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cued and uncued versions of the task developed stable choice
preferences within the same time frame. Similar to behavior on
the uncued task, animals performing the cued rGT exhibited
clear preference for one of the four options, indicating that be-
havior is unlikely to be driven by random sampling. It thus ap-
pears that the cues neither enhanced nor impaired acquisition of
the task, but simply drove preference for riskier outcomes. Ani-
mals on both tasks also made comparable numbers of premature
responses and omissions and latencies to choose an option and
collect any resulting reward did not differ across versions. It is
therefore difficult to attribute the increase in risky choice on the
cued task to general changes in motivation, task engagement, or a
lack of awareness of the reward contingencies in play. As shown
previously, choice could also be modulated independently from
other behavioral variables, suggesting somewhat dissociable
pharmacological regulation of these distinct aspects of perfor-
mance (Zeeb et al., 2009, 2013; Silveira et al., 2015).

The question then remains as to the cognitive and neurobio-
logical mechanisms by which reward-paired cues elicit such a
shift in choice behavior. Given the numerous reports demon-
strating that amphetamine potentiates the behavioral influence
of reward-paired cues, the fact that amphetamine does not po-
tentiate cue-induced risky choice appears to be something of an
anomaly. For example, amphetamine increases responding for
reward-paired cues in tests of conditioned reinforcement (Hill,
1970; Robbins, 1976), enhances Pavlovian approach to reward
paired cues in sign-tracking procedures (Hitchcott et al., 1997;
Phillips et al., 2003), potentiates cue-induced relapse to drug
seeking (Saunders etal., 2013), and also enhances the influence of
reward-paired cues in a delay-discounting task (Cardinal et al.,
2001). Amphetamine also increases choice of larger uncertain
options in other rodent tasks (St. Onge and Floresco, 2009;
Cocker et al,, 2012). If win-paired cues were enhancing risky
choice through their ability to act as traditional conditioned re-
inforcers or Pavlovian incentive stimuli, then one would expect
amphetamine to potentiate this cue-induced shift in preference
toward P3. In contrast, amphetamine increased choice of P1
and decreased choice of P2 in the uncued task, consistent with
previous reports, yet was without significant effects on the
cued procedure.

A key difference between the rGT and the other behavioral
procedures listed above is that a failure to win is explicitly
punished by a signaled time-out, heavily cued by a flashing
stimulus light. We originally postulated (Zeeb et al., 2009) that
amphetamine’s ability to potentiate the behavioral influence
of cues associated with aversive events (Killcross et al., 1997)
led rats to favor the option associated with the shortest and
least frequent penalties, P1. The null effect of amphetamine in
the cued group may therefore arise because the drug-induced
increase in the motivational salience of the win-paired cues
competed with, and subsequently mitigated, the behavioral
impact of the loss-related cues such that they were no longer
sufficient to shift preference toward P1. Although speculative,
such a hypothesis remains open to empirical verification in
future studies.

Beyond the marked difference in baseline behavior, the most
striking distinction between the cued and uncued task is the de-
gree to which risky choice is modulated by D; ligands in the
former, but not the latter. There was no significant preference for
any of the cues in the CPT, nor did D; ligands modulate choice on
this simple task, suggesting that these compounds do not simply
augment or diminish any affective value ascribed to the cues
themselves. Numerous studies have implicated D; receptor sig-
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naling in the behavioral manifestation of drug addiction across a
wide range of abused substances. Recent syntheses of the current
literature indicate that D5 receptors may play a particular role in
mediating the effect of drug-paired cues on behavior; not only are
CPP and cue-induced reinstatement robustly attenuated by D5
antagonists, but D;-selective compounds have much greater ef-
fects on responding for drug under second-order schedules of
reinforcement and higher FR schedules, in which cues play a
clearer role in supporting operant behavior, than on simpler FR1
or FR2 schedules (Beninger et al., 2008, Le Foll et al., 2005).
However, although there is a relative paucity of data from studies
that used non-drug-unconditioned stimuli, the consensus ap-
pears to be that D5 agonists and antagonists have little to no effect
on such responding. For example, SB-270110-A did not affect
responding on a second-order schedule for sucrose reinforce-
ment (Di Ciano et al., 2003). Although higher doses of a less-
selective D5 agonist increased responding for food-paired CRf,
this dose likely acts at D, receptors (Sutton et al., 2001).

Whereas the D, receptor is expressed fairly ubiquitously in
sites innervated by dopamine, the D, receptor is concentrated
within the nucleus accumbens (NAc), islands of Calleja, and lim-
bic structures such as the hippocampus and amygdala (Bou-
thenet et al., 1991, Lévesque et al., 1992). The NAc, lateral
habenula, and central and basolateral amygdala have been iden-
tified as key sites at which D; receptors modulate behavioral
models of drug addiction, although whether the same neural cir-
cuitry is involved in the modulation of cue-driven risky choice by
D; ligands remains to be determined (Le Foll and Di Ciano,
2015). A history of prior cocaine self-administration can enhance
behavioral reactivity to D5 ligands (Blaylock et al., 2011). It has
also been suggested that repeated experience of a CS that predicts
reward with maximal uncertainty (50%) or responding for un-
predictable reinforcement under variable rather than fixed ratio
schedules can sensitize dopamine release (Zack et al., 2014, Singer
et al., 2012). Given that the cues facilitated choice of the option
associated with maximal uncertainty on the rGT (P3; 50% chance
of three sugar pellets), the effects of the D; receptor agents may
reflect long-term alterations in the sensitivity of the DA system
caused by repeated choice of options with the most uncertain
outcome rather than modulation of cue-related behavior per se.
This tentative hypothesis appears to be supported by the null
effects of D; manipulations on choice in the CPT. If this is the
case, then D; agents should also modulate choice in rats exhibit-
ing high levels of risky choice on the uncued rGT. Attempts to
confirm this may be limited by the fact that so few animals prefer
the risky options at baseline. However, in as much as we were able
to determine within the cohorts tested here, the magnitude of the
behavioral change caused by D; ligands did not track the strength
of the preference for P3 in the cued or uncued groups.

In sum, these data demonstrate that the addition of reward-
paired cues to a rodent model of gambling-related decision making
substantially increases maladaptive, risky choice. The presence of
cues also enhanced the role that Ds-receptor-mediated signaling
played in regulating choice behavior. This receptor subclass has been
strongly implicated in addiction and D5-selective agents rarely mod-
ulate behavior supported by standard nutritional reinforcers. The
cued rGT may therefore be relatively unique in its ability to capture
decision-making deficits representative of those seen in addiction
disorders and underpinned by similar neurobiological processes.
Therefore, drugs that can improve decision making on this task may
have significant clinical benefit in remedying the disordered decision
making central to the maintenance of the addicted state, which re-
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mains one of the most problematic and intractable features of be-
havioral and chemical dependency.
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