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Simultaneously Excitatory and Inhibitory Effects of
Transcranial Alternating Current Stimulation Revealed
Using Selective Pulse-Train Stimulation in the Rat Motor
Cortex
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Transcranial alternating current stimulation (tACS) uses sinusoidal, subthreshold, electric fields to modulate cortical processing. Cor-
tical processing depends on a fine balance between excitation and inhibition and tACS acts on both excitatory and inhibitory cortical
neurons. Given this, it is not clear whether tACS should increase or decrease cortical excitability. We investigated this using transcranial
current stimulation of the rat (all males) motor cortex consisting of a continuous subthreshold sine wave with short bursts of suprath-
reshold pulse-trains inserted at different phases to probe cortical excitability. We found that when a low-rate, long-duration, suprath-
reshold pulse-train was used, subthreshold cathodal tACS decreased cortical excitability and anodal tACS increased excitability.
However, when a high-rate, short-duration, suprathreshold pulse-train was used this pattern was inverted. An integrate-and-fire model
incorporating biophysical differences between cortical excitatory and inhibitory neurons could predict the experimental data and helped
interpret these results. The model indicated that low-rate suprathreshold pulse-trains preferentially stimulate excitatory cortical
neurons, whereas high-ratesuprathresholdpulse-trainsstimulatebothexcitatoryandinhibitoryneurons.Ifcorrect, this indicatesthatsuprath-
reshold pulse-train stimulation may be able to selectively control the excitation–inhibition balance within a cortical network. The excitation–
inhibition balance then likely plays an important role in determining whether subthreshold tACS will increase or decrease cortical
excitability.
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Introduction
Transcranial alternating current stimulation (tACS) is a nonin-
vasive neuromodulation method in which a weak electric field

modulates cortical neural activity (Reato et al., 2010; Antal and
Paulus, 2013). tACS differs from other neuromodulation meth-
ods, such as direct cortical stimulation (Nguyen et al., 1999; Pri-
ori and Lefaucheur, 2007) or transcranial magnetic stimulation
(TMS; Pashut et al., 2011), that use strong, pulsed fields to initiate
action potentials. Instead, tACS uses a sinusoidal alternating elec-
tric field that is too weak to directly initiate action potentials. The
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Significance Statement

Transcranial alternating current stimulation (tACS) is a noninvasive neuromodulation method that uses weak sinusoidal electric
fields to modulate cortical activity. In healthy volunteers tACS can modulate perception, cognition, and motor function but the
underlying neural mechanism is poorly understood. In this study, using rat motor cortex, we found that tACS effects are highly
variable: applying the same tACS waveform to the same cortical area does not always give the same change in cortical excitability.
An integrate-and-fire model incorporating excitatory pyramidal and inhibitory interneurons indicated that tACS effects likely
depend on the cortical excitation–inhibition balance. When cortical activity is excitation dominated one particular tACS phase
increases excitability, but when the cortical activity is inhibition dominated the same tACS phase actually decreases excitability.
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precise details of how tACS interacts with ongoing cortical activ-
ity are not fully understood, but tACS can cause small membrane
potential modulations (Deans et al., 2007) which may entrain
neural activity across a large network (Fröhlich and McCormick,
2010). We know that cortical processing depends on a fine bal-
ance between excitation and inhibition (Galarreta and Hestrin,
1998; Chen, 2004; Buzsáki, 2006; Krause et al., 2013) and that
weak electric fields modulate the membrane potential of both
excitatory and inhibitory neurons (Radman et al., 2009). With
this in mind, one may expect the effect of tACS on cortical activity
to be complex and to be influenced by the ongoing cortical exci-
tation–inhibition balance.

Cortical excitatory pyramidal (PyE) neurons and inhibitory
interneurons have important biophysical differences. PyE neu-
rons have a large apical dendritic tree, whereas the dendrites of
inhibitory interneurons branch out in all directions (Soediono,
1989; DeFelipe and Fariñas, 1992). Subthreshold electric fields
polarize the membrane of both neuron types (Radman et al.,
2009), but polarization is stronger in PyE (Tranchina and Nich-
olson, 1986). Another important biophysical distinction is the
membrane time constant: fast-spiking inhibitory interneurons
(FSIs) have a short time constant, whereas PyE neurons have a
longer time constant (Thomson, 1997; Gibson et al., 1999; Ascoli
et al., 2008; Kelsom and Lu, 2013). Suprathreshold pulse-train
stimulation initiates action potentials in axons which sustain
high firing rates (Nowak and Bullier, 1998; McIntyre et al., 2004).
These electrically initiated action potentials modulate cortical ac-
tivity via direct and indirect routes (Di Lazzaro et al., 2008): some
axons project out of the cortex directly delivering stimulation
effects downstream, whereas others project within the cortex to
PyE neurons and FSIs causing indirect presynaptic stimulation
(Hussin et al., 2015). With the indirect route the membrane time
constant plays an important role in determining whether a post-
synaptic neuron will fire an action potential (König et al., 1996;
Tal and Schwartz, 1997).

Low-frequency tACS changes cortical excitability in a phasic
way with one phase increasing excitability and the opposite phase
decreasing it (Ozen et al., 2010; Ali et al., 2013; Brittain et al.,
2013; Guerra et al., 2016; Raco et al., 2016). However, given that
cortical processing depends on a balance between excitatory and

inhibitory neurons and that weak electric fields polarize both
neuron types, it is not clear which phase should increase excit-
ability and which should decreases excitability. We reasoned that
the effect of low-frequency tACS on cortical excitability should
depend on the excitation–inhibition balance: when excitatory
activity is dominant one particular tACS phase should increase
excitability, but when inhibitory activity is dominant the same
tACS phase should decrease excitability.

We investigated this using transcranial current stimulation of
the rat motor cortex. We delivered continuous, subthreshold,
sine wave stimulation (tACS) and inserted bursts of suprathresh-
old pulse-train stimuli at different phases to probe excitability.
Results showed that with a low-rate, long-duration, suprathresh-
old pulse-train, cathodic tACS decreased excitability, whereas
anodic tACS increased excitability. However, with a high-rate,
short-duration, pulse-train the tACS effect was inverted. An
integrate-and-fire model where the FSIs had a faster membrane
time constant than PyE neurons accounted for the observed re-
sults. The model indicated that longer low-rate, suprathreshold
pulse-trains may preferential stimulate PyE neurons, whereas
shorter high-rate pulse-trains stimulate both PyE neurons and
FSIs. Furthermore, the model indicated that changing pulse-train
parameters may provide a mechanism to control the excitation–
inhibition balance and that this balance determined whether
tACS increased or decreased cortical excitability.

Materials and Methods
Animals. Twelve male Wistar rats (514 � 108 g) were used in the exper-
iment. Rats were housed in pairs with food and water available ad libitum.
Animals were maintained on a 14/10 h light/dark cycle (lights on at 7:00
A.M.), with a room temperature of �19°C. The protocol was approved
by the KU Leuven ethics committee for laboratory experimentation
(project P096/2015).

Surgery. Rats were anesthetized with a mixture of ketamine (45 mg/kg
i.p., Anesketin, Eurovet) and medetomidine HCl (0.3 mg/kg i.p., Narco-
start, Kela Veterinaria). Disk electrodes, placed on the skull, were used to
deliver transcranial current stimulation. First, the skull was exposed by
making an incision in the skin. Then one small-diameter (4 mm) disk
electrode was placed over the right motor cortex hindlimb area (coordi-
nates with respect to bregma: AP � 0.5 mm, ML � 2.5 mm) and a large
disk electrode (9 mm diameter) was placed on the midline 9.5 mm pos-

Figure 1. Schematic diagram of the rat experimental setup and the combined subthreshold and suprathreshold transcranial current stimulation paradigm. In an anesthetized rat the skull was
exposed and a small disk electrode was placed over the motor cortex hindlimb area and a large return electrode was placed a few millimeters posterior to it. An accelerometer was placed on the
hindlimb contralateral to the stimulating electrode to quantify stimulation-induced limb movement. Transcranial current stimulation consisted of a continuous subthreshold sine wave (i.e., not
strong enough to cause a limb movement) with a short suprathreshold pulse-train inserted at different phases of the sine wave to induce limb movement and assess cortical excitability. The output
of the accelerometer to one suprathreshold pulse-train at a particular subthreshold tACS phase is shown on the far left.
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terior to bregma which served as the return electrode (Fig. 1). A thin layer
of conductive gel (Signagel, Parker Laboratories) was placed under the
electrodes to ensure good electrical contact with the skull. If electrical
stimulation did not cause hindlimb movement the position of the small
electrode was adjusted until a satisfactory selective movement was ob-
served. The level of anesthesia was monitored by checking the toe-pinch
reflex and controlled via an intraperitoneal perfusion of ketamine (13.33
mg/ml). During surgery a deep level of anesthesia was maintained (no
reflex to toe-pinch), whereas during the stimulation experiment a light
level of anesthesia was maintained (clear toe-pinch reflex). This corre-
sponded to a flow rate of �0.5 ml/h in most animals.

Limb movement measurements. To monitor limb movement a triaxial
accelerometer (ADXL353, Analog Devices) was attached to the hindlimb
contralateral to the stimulation site. The three axis were digitized (NI
USB-6216, National Instruments) at 20 kHz sample rate, displayed on-
line, and recorded for off-line analysis using custom written MATLAB
software (MathWorks).

Electrical stimulation. Electrical stimulation was delivered using a DS5
current source (Digitimer) controlled by an analog voltage waveform
input. The voltage waveform was generated using an output channel on
a data acquisition card (NI USB-6216, National Instruments) and con-
trolled via custom written MATLAB software (MathWorks) at a sample
rate of 20 kHz.

Using this setup, two types of stimulation could be delivered through the
same disk electrodes: subthreshold sine waves (similar to conventional tACS
and referred to here as subthreshold tACS) and suprathreshold pulse-
trains (Fig. 1). The subthreshold and suprathreshold distinction refers to
induction of limb movement. Subthreshold tACS sine waves were ap-
plied at low current amplitudes (0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6 mA)
and low frequencies (2, 4, and 6 Hz) and did not cause limb movements.
While suprathreshold biphasic (200 �s per phase) rectangular pulse
trains were applied at higher amplitudes (2.7– 4.5 mA) and did cause
limb movement, the suprathreshold pulse-trains were short (11–33 ms),
containing only 10 pulses with rates of either 300, 400, 500, 600, 700, 800,
or 900 pulse per second (pps). Importantly, because each pulse train had
the same number of pulses, it injected exactly the same amount of charge
into the system. This design allowed us to examine the effect of pulse-
train rate while keeping the pulse amplitude and total amount of charge
constant. Subthreshold tACS was applied continuously, whereas su-
prathreshold pulse-trains were systematically inserted at different sub-
threshold tACS phases to cause a limb movement which was measured
via the accelerometer. Importantly, the duration of the suprathreshold
pulse-trains was always significantly shorter than the tACS period. Su-
prathreshold pulse-trains were spaced either 1, 1.5, or 2 s apart. This
timing between suprathreshold pulses-trains was approximate because it
needs to be slightly adjusted to coincide exactly with a particular tACS
phase. Importantly, when a suprathreshold pulse-train was inserted the
tACS waveform was effectively switched off during each individual pulse
but back on during the gap between each pulse. This ensured (1) that
suprathreshold pulse-trains delivered at different tACS phases had the
same amplitude and (2) that the tACS sine wave was only minimally
disturbed. For a range of tACS phases (0 –1 cycle, in steps of 0.125 cycles)
data from 15 limb responses per phase were collected in a randomized
order to yield one phase- limb response function. In the 12 rats different
combinations of subthreshold tACS frequencies (2, 4, or 6 Hz) and su-
prathreshold pulse-train rates (300 –900 pps) were collected to cover a
range of combinations, but every combination was not collected in every
rat. For each different combinations of tACS frequencies and pulse-train
rates data were collected using a range of tACS amplitudes (0 – 0.6 mA).
The full data sampling is reported in Table 1 and consists of a total of 168
phase-limb response functions across all 12 animals.

Quantification of cortical excitability. Cortical excitability was quanti-
fied based on hindlimb accelerometer data. The raw acceleration data
were bandpass filtered between 1 and 500 Hz (second-order Butter-
worth) and integrated twice to give the limb displacement in arbitrary
units. Principal component analysis was used to combine the three dis-
placement axis and limb displacement defined as the first principal com-
ponent. The difference between the minimum and maximum limb

displacement occurring after stimulation was then calculated to give limb
displacement amplitude for each stimulus repetition.

The mean and the 95% confidence intervals of the 15 limb displace-
ment amplitudes at each subthreshold tACS phase were calculated

Table 1. A complete overview of all the combinations of suprathreshold pulse-train
rate, subthreshold tACS frequency, and amplitude tested in each rat

Rat Pulse-train rate, pps tACS freq, Hz tACS amplitude, mA

1 300 2 0.6, 0.4, 0.2
300 4 0.6, 0.4, 0.2
300 6 0.6, 0.4, 0.2

2 300 4 0.6
500 4 0.6, 0.4, 0.2, 0.1, 0.05

3 300 4 0.6, 0.4, 0.3
500 4 0.6

4 300 4 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0
500 4 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0

5 300 2 0.6, 0.4, 0.2, 0
300 4 0.6, 0.4, 0.2, 0
300 6 0.6
500 2 0.6, 0.4, 0.2, 0.1, 0.05, 0
500 4 0.6, 0.4, 0.2, 0
500 6 0.6

6 300 2 0.6, 0.4, 0
300 4 0.6, 0.4, 0
300 6 0.6, 0
500 2 0.6, 0.4, 0
500 4 0.6, 0.4, 0
500 6 0.6, 0

7 300 2 0.6, 0.4, 0
300 4 0.6, 0.4, 0.2, 0
500 2 0.6, 0.4, 0
500 4 0.6, 0.4, 0.2, 0

8 300 2 0.6, 0.4, 0.2, 0
300 4 0.6, 0.4, 0.2, 0.1, 0
300 6 0.6, 0.4, 0.2, 0.1, 0.05, 0
400 4 0.4
500 4 0.4
600 2 0.6, 0.4, 0.2, 0
600 4 0.6, 0.4, 0.2, 0.1, 0
600 6 0.6, 0.4, 0.2, 0.1, 0
700 4 0.4
800 2 0.6, 0.4, 0.2, 0.1, 0.05, 0
800 4 0.4

9 300 4 0.6, 0.4
600 4 0.6

10 300 2 0.6
300 4 0.6, 0.4, 0.2, 0
300 6 0.6, 0.4, 0.2, 0.1, 0
500 4 0.4
500 6 0.4
600 6 0.4
700 2 0.6
700 4 0.4
800 6 0.6, 0.4, 0.2, 0.1, 0
900 2 0.6
900 4 0.6, 0.4, 0.2, 0
900 6 0.4

11 300 2 0.6, 0.4, 0.2, 0
300 4 0.4, 0
900 2 0.2
900 4 0.4, 0

12 300 2 0.4, 0.2
300 4 0.4
500 4 0.2
700 2 0.4, 0.2
700 4 0.4
900 4 0.2
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(Fig. 2A, black line shows mean limb displacement and error bars show
95% confidence intervals). These data were then used to determine
whether there was a significant increase or decrease in cortical excitability
for each phase. First a grand average of all limb displacement amplitudes,
across all phases, was calculated (Fig. 2A, dotted line). Mean limb dis-
placement at one phase was then calculated as a percentage change from
the grand average and used to define cortical excitability (Fig. 2A, inset
scale). This procedure yielded a phase– cortical excitability function
(Fig. 2A). If the 95% confidence intervals for one mean limb displace-
ment at a particular phase did not overlap with the grand average it
was considered significant.

An alternative to using the grand average across all phases to define
baseline cortical excitability would be to use data collected at 0 mA tACS
amplitude. However, as shown in Table 1 these data were not available
for all tACS frequencies and suprathreshold pulse-train rate combina-
tions. For the data where 0 mA tACS amplitudes were available cortical
excitability was calculated using both approaches and found to differ by
an average of 4.1 � 2.5% change in cortical excitability across all maxima
and minima. All data reported here use the grand mean baseline.

Sine wave fitting procedure. To further quantify and parameterize the
phase– cortical excitability functions we fitted them with a sine wave
function consisting of two free parameters describing the sine wave am-
plitude and phase. Here, the fitted amplitude value gives an indication of
the maximum increase and decrease in cortical excitability, whereas the
fitted phase values indicates whether the cathodal tACS phase caused an
increase or decrease in cortical excitability (a fitted phase of 0 cycles
means cathodic tACS increases cortical excitability, whereas 0.5 cycles
means that cathodic tACS decreases cortical excitability). The fitting pro-
cedure was performed in MATLAB using the lsqcurvefit function.

Statistics. A two-way ANOVA was used to examine whether tACS
phase and tACS amplitude had an effect on cortical excitability. Paired
t tests where used to compare the effect of a low- or high-rate pulse train
on the tACS phases at which maximum increase or decrease in cortical
excitability occurred. MATLAB (MathWorks) was used for all statistics
and significance was set at p � 0.05.

Leaky integrate-and-fire neuron population model. To gain a better un-
derstanding of the possible neural mechanisms underlying the results
from the rat experiments we modeled a population of 100 PyE neurons
and 100 FSIs. We suspected that some of the observed experimental
results could be accounted for by differences in the membrane time
constants of PyE neurons and FSIs, leading to different amounts of tem-
poral integration of the suprathreshold pulse-train stimuli. Therefore, we
selected a leaky integrate-and-fire model because this class of model can
readily capture temporal integration differences without the need for the
complexity of a full biophysical model. A leaky integrate-and-fire model
(Stein, 1967; Gerstner and Kistler, 2002) was used to describe each neu-
ron in the population:

�
dV

dt
� ��V�t� � EL� � I�t� R, (1)

where V is the membrane potential, EL is the equilibrium potential, I is
the synaptic current and R is the membrane resistance such that R mul-

Figure 2. Results illustrating the effects of the subthreshold tACS phase and amplitude on
the cortical excitability. A, The change in cortical excitability as a function of the subthreshold
tACS phase is shown for a range of the subthreshold tACS amplitudes (0 – 0.6 mA, black lines
with error bars) for one rat. Note, the suprathreshold pulse-train amplitude was held constant
(2.7 mA) for all subthreshold tACS amplitudes tested. When no subthreshold tACS was applied
(0 mA), no significant changes in excitability were detected. Progressively increasing sub-
threshold tACS amplitude (0.1– 0.6 mA), produced an increase in cortical excitability at one
phase and a decrease in cortical excitably at an opposite phase. Error bars show 95% confidence

4

intervals for 15 repetitions at one phase and straight dotted line shows grand mean of the
cortical excitability across all phases at that specific tACS amplitude. A phase was defined as
producing a significant change in cortical excitability if the 95% confident interval did not
overlap with the grand mean. The maximum increase/decrease in cortical excitability for each
tACS amplitude tested is indicated with a white/black dot. The y-axis on the right side shows the
corresponding cortical electric field strength estimated from the electro-anatomical model (Fig.
8). The light gray lines show the changes in cortical excitability predicted by the integrate-and-
fire model for these specific stimulation parameters. B, The maximum significant increase and
decrease in cortical excitability as a function of the subthreshold tACS amplitude is shown for all
datasets for all rats. In general, the results show a linear, monotonic, relation between the
subthreshold tACS amplitude and changes in cortical excitability. The dark gray line shows a
linear regression fit to the data. There is a significant ( p � 0.001) correlation between tACS
amplitude and cortical excitability. The light gray line with stars highlights the dataset from A.
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tiplied by the membrane capacitance ( C) defines the membrane time
constant �. A spike being fired at time t (f ) was defined by the membrane
potential reaching a threshold potential (Vthr), such that:

t� f �: V�t� f �� � Vthr. (2)

Following a spike, a refractory period (�abs) was imposed during which
the membrane potential was held at the reset potential (Vr). The time
course of current due to one synaptic input (�(t)) was described using an
� function of the form:

��t � t� f �� � g�t � t� f ��	V�t� � Esyn
 (3.1)

g�s� �
ga

tpeak exp��1�
s exp��s/tpeak�, (3.2)

where g(s) describes the time course of the change in the membrane
conductance due to one synaptic input, ga defines the peak synaptic
conductance, tpeak is the time at which ga is reached and Esyn is the
reversal potential of the synapse. For presynaptic neurons j firing spikes
at time tj

� f � the total synaptic current ( I) input to a postsynaptic neuron i
was defined as follows:

Ii�t� � �
j

w�
f

��t � tj
� f ��, (4)

where w describes the synaptic efficiency. A population of 100 PyE neu-
rons and 100 FSIs were modeled using the parameters from the first and
second columns, respectively, in Table 2. PyE neurons are known to
receive �10 inhibitory synapses from FSIs, whereas PyE neurons give
only a few excitatory synapses onto FSIs (Wang et al., 2002; Markram et
al., 2004; Gupta et al., 2007). We adopted a parsimonious approach and
set model synaptic connections such that one PyE neuron received in-
hibitory input from 10 randomly selected FSIs, whereas PyE neurons did
not give any excitatory synapses onto FSIs. Because the population only
includes one type of synaptic connection (i.e., inhibition from FSI to
PyE) a single value for w was sufficient.

Our hypothesis was that the observed rat experimental results could be
explained by biophysical differences in PyE neurons and FSIs which be-
come apparent when these neurons are presynaptically stimulated with
suprathreshold pulse-trains of differing pulse-rates. In our parsimonious
approach we only modeled the indirect suprathreshold stimulation
route; i.e., action potentials are initiated in axons which project to both
PyE neurons and FSIs. In the direct route, action potentials are initiated
in PyE axons projecting out of the cortex. Action potentials for the direct
route would be less affected by biophysical differences between PyE neu-
rons and FSIs and were therefore not included in the integrate-and-fire
model.

Suprathreshold pulse-train stimulation was simulated by generating
one excitatory synaptic input for all model neurons (both PyE and FSI)

for each pulse in the pulse-train, i.e., one � function with amplitude ga. A
very low-amplitude pulse-train would theoretically stimulate just one
axon. In our model this would result in one EPSP for each pulse in the
pulse-train in all PyE and FSI model neurons. As the amplitude of
the pulse-train is increased more axons will be stimulated meaning that
one pulse will result in a number of synchronous EPSPs (we refer to this
as a compound EPSP). In the model we simulated an increase in suprath-
reshold amplitude as an increase in ga, resulting in a larger EPSP. Thus, ga

represents a compound synaptic conductance caused by multiple, syn-
chronous, presynaptic inputs and results in one compound EPSP.

The main difference between the model PyE neurons and FSIs is the
membrane time constant. Based on typical values from the literature, �
was set to 18 ms in PyE neurons and 9 ms in FSIs (Connors and Gutnick,
1990; Kawaguchi, 1993, 1995; Thomson, 1997; Beierlein et al., 2003;
Compte et al., 2003; Povysheva et al., 2006). EPSPs in FSIs have a faster
rise time than in PyE neurons, accordingly tpeak was set to 0.4 ms for FSIs
and 1.2 ms for PyE neurons. IPSPs in PyE neurons caused by input from
FSIs are known to have a longer duration than EPSPs (Beierlein et al.,
2003). Therefore, tpeak for the inhibitory input to PyE neurons was set to
2 ms and the synaptic conductance value ga for an inhibitory input to a
PyE neuron was equal but opposite to that of an excitatory input. The
weight of this inhibitory synaptic input could be further controlled by
changing the synaptic efficiency parameter w and its value is described
further in Results. FSIs can fire at much higher rates than PyE neurons
(Beierlein et al., 2003). Therefore, PyE neurons were assigned �abs of 10
ms limiting their maximum firing rate to 100 Hz, whereas FSIs were
assigned �abs of 3 ms limiting their maximum firing rate to 333 Hz. Each
PyE neuron and FSI was assigned a different initial membrane potential
(Vinit) drawn from a normal distribution with a mean of �57.5 mV and
SD of 2.5 mV. Synaptic conductance values for each neuron were always
drawn from a normal distribution and with SD equal to half its mean.
The mean of the synaptic conductance distribution could then be varied
to simulate the effect of stronger or weak suprathreshold pulse-train
stimulation.

Subthreshold tACS for any given phase was simulated as static shift in
the initial membrane potential (Vinit) and in the reset potential (Vr). A
polarization length constant (�) was used to relate the applied tACS
electric field amplitude (see next section for electric field estimation) to a
shift in the membrane potential. A study by Radman et al. (2009) showed
that polarization is stronger in PyE neurons than in FSIs. Based on values
from that study PyE neurons had a � of 0.2 m (i.e., tACS at 10 mV/mm
produces a 2 mV shift in the membrane potential), whereas FSIs had � of
0.1 m. Note that Radman et al. (2009) also showed that a small number of
FSIs had negative polarization values which our model does not take into
account. The model was implemented in MATLAB (MathWorks) where
Equation 1 was then solved for the population using the Euler method.
Using this approach the number of FSI and PyE spikes for any rate of
suprathreshold pulse-train stimulation combined with any subthreshold
tACS amplitude and phase could be calculated.

To compare the leaky integrate-and-fire model results with the exper-
imental data from the rat, the number of PyE spikes was calculated for a
range of subthreshold tACS phases. Next the grand average number of
PyE spikes across all phases was calculated, i.e., similar to the grand
average in the rat data. Finally, model cortical excitability for each tACS
phase was expressed at a percentage change from the grand mean num-
ber of PyE spikes. This is analogous to the approach used to calculate the
changes in cortical excitability from accelerometer measurements made
in the rat experiment.

Estimation of cortical electric field strength: electro-anatomical computa-
tional model. To estimate the magnitude of the electric field on the rat
cortex during the stimulation, a rat head finite element model was gen-
erated. This allowed the estimation of the cortical electric field magni-
tude associated with both subthreshold and suprathreshold transcranial
current stimulation (Datta et al., 2008, 2009; Rampersad et al., 2014). The
model was created using rat brain which was previously segmented from
a template consisting of the average T2 MRI scans from 30 Wistar rats
(Valdés-Hernández et al., 2011). To obtain the skull for the model this
template was imported to ScanIP 7 (Simpleware) where low level seg-
mentation approaches were used. The CSF for the model was generated

Table 2. Integrate-and-fire model parameters for PyE neurons and FSIs

PyE FSI

�, ms 18 9
R, M� 36 18
C, nF 0.5 0.5
Vinit , mV �57.5 � 2.5 �57.5 � 2.5
EL , mV �60 �60
Vthr , mV �40 �40
Vr , mV �50 �50
�abs , ms 10 3
ga , nS 0.018 � 0.009 0.0513 � 0.0256
tpeak, ms 1.2 0.4
Esyn Ex, mV 0 0
Esyn In, mV �75 n/a
�, mm 0.2 0.1

�, Membrane time constant; R, membrane resistance; C, membrane capacitance; Vinit , initiation potential; EL ,
equilibrium potential; Vthr , threshold potential; Vr , reset potential; �abs , absolute refractory period; ga , peak
synaptic conductance; tpeak , time to peak conductance; Esyn Ex, excitatory synaptic reversal potential; Esyn In, inhib-
itory synaptic reversal potential; �, polarization length constant.
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by adding a thin layer (0.15 mm thickness) around the brain. Using
ScanIP, the skull, CSF and brain were combined and tetrahedral mesh
elements were generated and exported to COMSOL Multiphysics 5. In
COMSOL, the electrodes were defined as surfaces on the skull having the
same dimensions and positions as the electrodes used in the rat experi-
ment. The corresponding electrical conductive values (	) for the differ-
ent tissues were assigned as follows: skull: 0.01 S/m; CSF: 1.65 S/m; and
the brain: 0.2 S/m (Gasca et al., 2011). Finally, the magnitudes of the
electric field ( E) and current density ( J) were calculated by first solving
Laplace’s equation where 
 is the electrical potential.

E � �
�� (5.1)

J � 	�E� (5.2)

n
 � �	
�� � 0. (5.3)

This was done by setting the boundary conditions to have a �1 mA
current at the small electrode and �1 mA at the large electrode.

Estimation of cortical electric field strength: in vivo measurements. To
validate and calibrate the electro-anatomical model results, physical
measurements of the electric potential in the rat brain were made at the
end of three rat experiments, while the rat was still alive. We were espe-
cially interested in the electric field strength on the cortex directly under
the stimulating electrode. However, drilling a hole in the skull to measure
at that position would cause a large deviation from the electric field
strength used during the experiment. Therefore, a small hole was drilled
in the skull 1 mm anterior to the small disk electrode. A tungsten mea-
surement electrode was inserted into the hole. A sine wave current of 4
Hz with an amplitude increasing in 0.1 mA steps from 0.1 to 1 mA was
applied to the transcranial disk electrodes. Measurements of the potential
difference between the tungsten electrode and a reference electrode
placed on the rat’s tail were then made at different penetration depths,
starting at the cortical surface and moving down 3 mm in steps of 0.5 mm
along the dorsal-ventral axis. The electric potential measured at each
depth from the recording electrodes was digitized (NI USB-6216, Na-
tional Instruments) at 20 kHz sample rate and saved to MATLAB. The
first spatial derivate of the measured voltage was then calculated to give
the electric field component in one direction (i.e., the x-axis in the
electro-anatomical model) at this specific brain location for a range of
amplitudes from 0.1 to 1 mA. As expected, the measured electric field
strength scaled linearly with increasing current amplitude.

The measured electric field strength for 1 mA stimulation was then
compared with the electric field strength from the same brain location in
the electro-anatomical model (also at 1 mA). The model electric field
distribution for the complete brain could then be scaled to match that of
the measured electric field at this specific location. This mixed approach
to electric field estimation combined the advantages of the electro-
anatomical model (i.e., a good representation of the electric field distri-
bution throughout the entire brain), with the advantages of in vivo
measurements (i.e., an accurate measurement of electric field strength at
only a few brain locations).

Results
tACS modulates cortical excitability in an amplitude and
phase-dependent manner
The effect of subthreshold tACS on cortical excitability was as-
sessed by inserting a suprathreshold pulse-train at different tACS
phases and measuring limb movement with an accelerometer.
The top line in Figure 2A (black line with error bars) shows how
cortical excitability changed in one rat when 2 Hz tACS was ap-
plied at 0.6 mA creating a relatively strong electric field estimated
to be 48 V/m (for details, see Estimation of the cortical electric
field strength). In Figure 2A the suprathreshold pulse-train used
to probe cortical excitability was always presented at 2.7 mA with
a rate of 300 pps. We found that one tACS phase caused a strong
48% decrease in cortical excitability, whereas the phase half a
cycle later caused a strong 42% increase in excitability. When the

subthreshold tACS amplitude was progressively reduced the ef-
fect on cortical excitability decreased and was absent when no
tACS was applied (0 mA). However, even for 0.1 mA tACS, esti-
mated to create a relatively weak electric field of 8 V/m, a signif-
icant 21% decrease and 29% increase in cortical excitability could
still be measured in this rat.

The maximum significant increase and decrease in cortical
excitability is indicated with a white or black dot. Figure 2A rep-
resents one complete dataset in one rat. In all 12 rats a total of 32
datasets covering tACS amplitudes from 0.1 to 0.6 mA (estimated
to be 8 – 48 V/m), tACS frequencies from 2 to 6 Hz, using su-
prathreshold pulse-trains with rates between 300 and 900 pps
were collected. Figure 2B shows the maximum significant in-
crease and decrease in cortical excitability for all datasets. Lines
join points that were collected in the same rat with the exactly
same stimulation parameters, except for tACS amplitude (Fig.
2A). The example shown in Figure 2A is highlighted as a gray line
with stars. The effects of subthreshold tACS on cortical excitabil-
ity clearly decreases with decreasing tACS amplitude. Linear re-
gression analysis showed a significant correlation (p � 0.001)
between the maximum increase and decrease in cortical excitabil-
ity and subthreshold tACS amplitude (Fig. 2B, thick gray lines).
On average a change in tACS amplitude of 0.1 mA lead to an
increase or decrease in cortical excitability of 2.8%, or a change in
cortical electric field strength of 1 V/m lead to a change in cortical
excitability of 0.325%. Last, Figure 2B highlights the large vari-
ability in changes in cortical excitability induced by tACS. For
example, at 0.4 and 0.6 mA some rats showing a relatively large
change in cortical excitability while others show only a very small
change.

A two-way ANOVA was conducted that examined the effect of
tACS phase (9 levels: 0 –1 in steps of 0.125 cycles) and tACS
amplitude (5 levels: 0, 0.1, 0.2, 0.4, 0.6 mA) on cortical excitabil-
ity. There was a statistically significant interaction between the
effects of tACS phase and tACS amplitude on cortical excitability,
F(36,1061) � 1.48, p � 0.036. The main effects of tACS phase was
significant F(1,9) � 6.53, p � 0.001; as was the main effect of tACS
amplitude F(1,4) � 25.08, p � 0.001.

tACS effects on cortical excitability are dependent on the rate
of suprathreshold stimulation
Results from the previous section showed that one subthreshold
tACS phase increased cortical excitability, while the opposite
phase decreased excitability. Having established this, we then ex-
amined the interaction between subthreshold tACS effects on
cortical excitability and the rate of the suprathreshold pulse-
train. Figure 3 shows data from one rat were the subthreshold
tACS waveform was held constant (4 Hz, 0.4 mA) and the su-
prathreshold pulse-train parameters were systematically varied.
For each panel, the suprathreshold pulse-train always contained
10 pulses of 3 mA, but the rate at which the pulses were delivered
was changed from 300 to 800 pps. The effect of subthreshold
tACS on cortical excitability was clearly dependent on the rate of
the suprathreshold pulse-train. When the pulse-rate was low
(�600 pps in this rat) cathodic subthreshold tACS decreased
cortical excitability, whereas anodic subthreshold tACS increases
cortical excitability. For higher rate suprathreshold stimulation
(�600 pps in this rat) this pattern was completely inverted with
cathodic subthreshold tACS increasing cortical excitability and
anodic subthreshold tACS decreasing cortical excitability.

Figure 4 (top two rows) shows data from two other rats where
the effect of tACS on cortical excitably could be completely in-
verted by changing the rate of the suprathreshold pulse-train
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from low (left columns, 300 pps) to high (right columns, 500 or
600 pps in these rats). We collected data showing this effect in 11
rats. In all rats, when a 300 pps suprathreshold pulse-train was
used cathodic tACS decreased cortical excitability and anodic
tACS increases cortical excitability. In all rats the effect of sub-
threshold tACS on cortical excitability could be inverted by using

higher rate suprathreshold pulse-trains.
However, the rate at which this inversion
occurred was not the same in all rats. The
mean rate at which we observed this in-
version was 600 pps (150 pps SD, 500 –900
pps range). The inversion occurred re-
gardless of subthreshold tACS frequency.
The bar graphs in Figure 4 (bottom row)
summarizes these data for all rats tested.
The mean phase at which the maximum
increase (yellow dots, top rows) or maxi-
mum decrease (green dots, top rows) in
cortical excitability occurred for a low-
rate pulse-train (always 300 pps) is com-
pared with the corresponding mean phase
at which the maximum increase or de-
crease in cortical excitability occurred for
a high-rate pulse-train (600 � 150 pps).
The error bars indicate SD. A paired t test
showed that there was a significant differ-
ence between the phase at which the max-
imum increase in cortical excitability
occurred for a low-rate pulse-train com-
pared with a high-rate pulse-train (p �
0.001). A separate paired t test show the
same effect of pulse-train rate on the
phase at which the maximum decrease in
cortical excitability occurred (p � 0.001).

Figure 5 shows the results of the sine
wave fitting procedure as a function of su-
prathreshold pulse-train rate for all data.
In agreement with the results from Figure
4, Figure 5 (top) shows that when a low-
rate pulse-train was used, data were best
fit with a sine wave with a phase of 0.5
cycles (indicating that cathodic tACS de-
creases cortical excitability), whereas data
for the high-rate pulse-trains (500 –900

pps) were best fit with a sine wave with a phase of 0 cycles (indi-
cating that cathodic tACS increased cortical excitability). Note
that there were not enough data available to calculate a value at
400 pps. Figure 5 (bottom) shows the amplitude of the fitted sine
wave giving an indication of how changes in cortical excitability

Figure 3. The effect of subthreshold tACS on cortical excitability changes as the rate of the suprathreshold pulse-train is increased. In each panel the subthreshold tACS was always delivered at
4 Hz and 0.4 mA, but the suprathreshold pulse-train rate was changed from 300 to 800 pps. For a low-rate pulse-train (�600 Hz for this rat) cathodic tACS decreased cortical excitability while anodic
tACS increased cortical excitability. For high-rate pulse-trains (�600 Hz for this rat) the pattern was inverted with cathodic tACS increasing cortical excitability and anodic tACS decreasing it. Error
bars, black and white dots, and straight dotted lines are the same as in Figure 2. The gray lines show the integrate-and-fire model estimate of the changes in cortical excitability for these stimulation
parameters. Note the times of the suprathreshold pulse-trains are not to scale.

Figure 4. The effect of subthreshold tACS on cortical excitability is inverted if the cortex is excited using low- or high-rate
pulse-trains. The first two rows compare low- and high-rate data from two rats (top row: �4 Hz, 0.2 mA; middle row: �6 Hz, 0.4
mA). Error bars and dotted lines are the same as in Figure 2. Yellow and green dots now show the maximum increase and decrease
in cortical excitability. The blue lines show the integrate-and-fire model estimate of the changes in cortical excitability for these
stimulation parameters. The gold lines above the plots show the subthreshold and suprathreshold waveforms. Note the times of
the suprathreshold pulse-trains are not to scale. The bar graph (bottom row, left) compares the mean phase at which the maximum
increase in cortical excitability occurred for the low- and high-rate pulse train for all rats tested. The error bars show the SD. A paired
t test shows that there was a significant difference in the phase at which this occurs. The bar graph on the bottom right shows a
similar significant difference in the phase at which the maximum decrease in cortical excitability occurs for the low- and high-rate
pulse trains.
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vary as a function of suprathreshold pulse-train rate. Note that
the very large changes in cortical excitability present in some data
at 300 pps (sometimes �40%) were not observed when high-rate
suprathreshold pulse-trains were used.

Integrate-and-fire population model
An integrate-and-fire population model consisting of 100 PyE
neurons and 100 FSIs was implemented to help interpret the
results from the rat experiment. The model parameters are shown
in Table 2 and included biophysical differences between PyE neu-
rons and FSIs; i.e., PyE neurons are more strongly polarized by
subthreshold electric fields than FSIs (Tranchina and Nicholson,
1986; Radman et al., 2009) and PyE neurons have a lower input
resistant, longer membrane time constant and longer refractory
period than FSIs (Connors and Gutnick, 1990; Kawaguchi, 1993,
1995; Thomson, 1997; Beierlein et al., 2003; Compte et al., 2003;
Povysheva et al., 2006). Note, the model simulates the indirect
suprathreshold route (i.e., presynaptic action potential initiation
in PyE neurons and FSIs) but not the direct route (i.e., postsyn-
aptic action potential initiation in PyE neurons), which is less
likely to be influenced by subthreshold tACS.

Figure 6 illustrates how the population of model PyE neurons
and FSIs behaved when suprathreshold pulse-train stimulation
was applied at different rates. All pulse-trains consisted of 10
pulses, just as in the rat experiments. To isolate the effects of
pulse-train rate on each neuron type, for all the plots shown in
Figure 6, the neurons were not synaptically coupled to one an-
other (i.e., w � 0). Figure 6A shows action potential initiation
threshold for the PyE (red) and FSI (blue) populations expressed
as a compound EPSP amplitude. As the pulse-train rate increased
the threshold decreased for both PyE neurons and FSIs. This is
due to temporal summation of EPSPs; as the pulses come closer
together EPSPs overlap more meaning that smaller amplitude
EPSPs are needed to reach threshold potential. Interestingly, the
FSI threshold was higher than the PyE threshold for all pulse-
train rates. The inset shows equal amplitude compound EPSPs
elicited to just a single pulse for one PyE neuron and one FSI.
Because of the faster membrane time constant the EPSP half-
width for the FSI is 8 ms, whereas that of the PyE is 17 ms. This is

a result of the faster membrane time constant in the FSIs and
leads to less temporal summation of EPSPs.

Note, because of the difference in membrane time constants,
to achieve a compound EPSP of 5 mV in a PyE neuron a com-
pound synaptic conductance (ga) of 0.018 nS was needed,
whereas in an FSI a compound synaptic conductance of 0.0513 nS
was needed. In vitro work has shown that the single EPSPs in rat
motor cortex FSIs have an amplitude of �0.5 mV, whereas rat
motor cortex PyE neurons have an amplitude of �1 mV (Thom-
son, 1997). Our model is based on compound EPSPs created by
single EPSPs arriving synchronously from multiple presynaptic
inputs. However, we do not have a good estimate of the number
of presynaptic inputs contributing to one compound EPSP nor
do we know how this may differ between FSIs and PyE neurons.
Therefore, in the rest of our simulations we fixed the compound
EPSP amplitude elicited to a single pulse to be 5 mV in both PyE
neurons and FSIs. This means we should be cautious about draw-
ing quantitative conclusions from the model. Nevertheless, this
approach will give us valuable insight into physiologically plau-
sible neural mechanisms which may generate the patterns of data
observed in the rat experiment.

Figure 6B shows the total number of spikes when the popula-
tion of neurons is stimulated with 5 mV compound EPSPs for a
range of different pulse-train rates. When stimulated at 200 and
300 pps the FSIs did not fire any action potentials but the PyE
neurons did. Increasing the pulse-train rate lead to more tempo-
ral summation in the FSIs causing them to fire progressively more
action potentials. Figure 6, C and D, shows the membrane poten-
tial for one PyE neuron and one FSI in response to pulse-trains
with 300 and 700 pps. This illustrates how differences in temporal
summation of EPSPs (due to membrane time constants) cause
the different response curves shown in Figure 6B.

In Figure 6B, the lightly shaded areas show how the addition of
30 V/m tACS, fixed at either the maximum positive or negative
phase, can increase or decrease the number of action potentials.
The bump in the PyE curve �300 and 400 pps was caused by
some neurons firing two action potentials in response to one
pulse-train. This was not possible with higher rate pulse-trains
because these pulse-trains have a shorter duration. Because of the
shorter refractory period imposed in the model, FSIs can fire
more action potentials to one pulse-train resulting in a smoother
curve.

Figure 7 shows the effects when the PyE and FSI populations
were synaptically coupled, i.e., each PyE neuron now receives
inhibitory input for 10 FSIs. Subthreshold tACS at 30 V/m was
applied and a 300 pps (Fig. 7A) or 700 pps (Fig. 7B) suprathresh-
old pulse-train was used to probe cortical excitability. Note, only
three phases (0.25, 0.5, and 0.75) of the tACS cycle are shown
corresponding to �30, 0, and 30 V/m. Synaptic efficiency (w) was
set to 1. The membrane potential of two illustrative PyE neurons
(top row) and one FSI (bottom row) are shown and the total
number of spikes for each neuron type under each stimulation
condition is reported in the bottom corner of the panel. When a
low-rate suprathreshold pulse-train was used to probe cortical
excitability FSIs did not reach threshold. Therefore, a cathodic
tACS phase simply hyperpolarized the membrane potential of the
PyE neurons leading to fewer spikes and a decrease in cortical
excitability. Similarly, when an anodic tACS phase was applied
the membrane potential was depolarized leading to more PyE
spikes and an increase in cortical excitability. However, when a
high-rate suprathreshold pulse-train was used FSIs did reach
threshold. By causing small changes in the FSI membrane poten-
tial tACS had two important effects: one on the total number of

Figure 5. Fitted sine wave parameters (phase and amplitude) shown as a function of su-
prathreshold pulse-train rate (group mean for data from all rats, error bars show SD). Top, The
fitted phase is close to 0.5 cycles for 300 pps (indicating that cathodic tACS decreases cortical
excitability) and close to 0 for all higher-rates (indicating the cathodic tACS increases cortical
excitability). Note, that not enough data are available at 400 pps to calculate a group mean.
Bottom, The large changes in cortical excitability (� 40%) that were sometimes observed with
300 pps were not present with higher-rate pulse trains.
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FSI spikes and one on the timing of FSI spikes. Cathodic tACS
caused a decrease in the number of FSI spikes and made them
occur slightly later, whereas anodic tACS caused an increase in
the number of FSI spikes and made them occur slightly earlier.
Under these stimulation conditions inhibition effects dominate
the model output. Less FSI spikes occurring later leads to a reduc-
tion in inhibition of PyE neurons and thus an increase in the total
number of PyE spikes compared with the 0 V/m tACS condition.
Although, more FSI spikes occurring earlier lead to an increase in
inhibition of PyE neurons and thus a decrease in the total number
of PyE spikes compared with the 0 V/m tACS condition. Thus,
the integrate-and-fire model offers a physiologically plausible ex-
planation for the inversion of the effects of tACS on cortical ex-
citability when a high-rate suprathreshold pulse-train is used.

We ran the integrate-and-fire population model for the range
of suprathreshold pulse-trains (300 – 800 pps) and subthreshold
tACS phases (0 –1 in steps of 0.125 cycles) and amplitudes (0.4
mA or 32 V/m) shown in Figure 3 and calculated the change in
cortical excitability from the number of PyE action potentials.
The model predicted change in cortical excitability for each su-
prathreshold stimulation rate is shown as a gray line on each
panel in Figure 3. The model captures many of the features ob-
served in the rat experimental data. A low-rate suprathreshold
pulse-train (300 pps) caused excitation-dominated activity, mean-
ing that subthreshold cathodal tACS decreased cortical excitability
and anodal tACS increased excitability. However, a high-rate su-
prathreshold pulse-train (�600 pps) caused inhibition-dominated

activity, meaning that subthreshold cathodal tACS increased cortical
excitability and anodal tACS decreased excitability. Suprathreshold
pulse-trains with intermediate rates (400 and 500 pps) caused bal-
anced excitation and inhibition, meaning that subthreshold tACS
had little net effect on cortical excitability.

For the model data shown in Figure 3 the synaptic efficiency
(w) was set to 1. In general, increasing the strength of the synaptic
efficiency causes the model to shift to inhibition-dominated ac-
tivity at lower rates. The synaptic efficiency for the model was
manually adjusted to give the best fit to the experimental data
shown in Figure 4. The main features of the experimental data
shown in Figure 4 (top row) were well accounted for by the
integrate-and-fire population model when the synaptic efficiency
was increased to 2 and the model tACS electric field strength set to
16 V/m to match the 0.2 mA tACS used in the rat experiment to
collect these data. Setting the synaptic efficiency to 1.7 and the
model tACS electric field to 30 V/m matched the data shown in
Figure 4 (second row; 0.4 mA tACS was used in the rat experi-
ment to collect these data). The number of synaptic connections
between FSIs and PyE neurons is known to be highly variable
(Wang et al., 2002; Markram et al., 2004) and the strength of these
synaptic connections can change due to learning and experience
(i.e., synaptic plasticity; Vogels et al., 2013). This may explain why
different synaptic efficiency values were needed to explain the
observed experimental results in different rats.

Figure 2 showed how changes in cortical excitability decreased
as tACS amplitude was decreased. The integrate-and-fire model

Figure 6. Integrate-and-fire-model: a characterization of PyE and FSIs when no synaptic coupling is present (i.e., FSI inhibition of PyE neurons). A, The action potential thresholds as a function
of the suprathreshold pulse-train rate for PyE (red line) and FSI (blue line). Inset, An example of one PyE and one FSI compound EPSP elicited to a single pulse. For a 300 pps pulse-train, EPSPs at this
amplitude would be suprathreshold for PyE neurons but subthreshold for FSIs (dashed line). B, When presynaptically stimulated with pulse-trains that cause equal amplitude EPSPs (5 mV), the
number of action potentials fired by PyE and FSI populations changes differently as the suprathreshold pulse-train rate is increased. The light shaded areas show how 30 V/m subthreshold tACS can
increase (anodic phase) or decrease (cathodic phase) the number of spikes. C, For low-rate pulse-trains (300 pps, gold line, amplitude not to scale) FSIs do not reach spiking threshold because of their
shorter membrane time constant causing less temporal summation. D, For high-rate pulse-trains (700 pps, gold line, amplitude not to scale) both PyE neurons and FSIs reach spiking threshold.
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could also account for this general trend (Fig. 2A, gray lines). For
subthreshold tACS at 8 V/m the model predicted changes in cor-
tical excitability of �10%. This is lower than the changes in cor-
tical excitability measured for 0.1 mA (estimated to be 8 V/m)
tACS in the particular example data shown in Figure 2A. How-
ever, it is reasonable agreement with the average change in corti-
cal excitability across all rats for 0.1 mA tACS (Fig. 2B). The data
in Figure 2A actually show an increase in cortical excitability at
0.25 cycles when tACS amplitude is decreased from 0.2 to 0.1. The
model predicts linear decreases in cortical excitability as tACS
amplitude is decreased and cannot capture these nonlinearities
observed in the data.

Estimation of the cortical electric field strength
As shown in Figure 2, the neuromodulatory effects of tACS are
highly dependent on the current amplitude and thus the electric
field strength that reaches the cortex. However, the strength of
the electric field is influenced by a number of factors including

head size, skull thickness, and electrode location. Therefore, a
good estimate of the cortical electric field strength is necessary.

The in vivo electric field measurements made 1 mm anterior to
the stimulating electrode showed an x-axis (corresponding to the
ventral-dorsal axis) electric field component at the cortical surface of
25 � 5 V/m (mean � SD, n � 3) when 1 mA of current was applied
to the transcranial electrodes. At the same location the electro-
anatomical model showed an x-axis electric field component of 31
V/m for 1 mA of current. This means that the electro-anatomical
model overestimated the electric field strength in the brain by
�23%. The overestimation of the electro-anatomical model may
due to skull surface current paths that allow some current to pass
directly between the electrodes without entering the head. These
paths were not accounted for in the electro-anatomical model. It
may also be due to differences in skull and CSF thickness between the
electro-anatomical model and the rat used in the experiments.

The electro-anatomical model assumes a quasi-static approx-
imation of Maxwell’s equations, which is valid for alternating

Figure 7. Integrate-and-fire model: the pulse rate-dependent inhibitory input causes an inversion of subthreshold tACS effects with a high-rate suprathreshold pulse-trains. A, The top row shows
the membrane potential from two example PyE neurons and the bottom row shows one example FSI. The text insets report the total number of PyE and FSI spikes. With a low-rate pulse-train (300
pps) FSIs do not reach threshold. Cathodal tACS (left) simply hyperpolarizes the membrane decreasing the number of PyE spikes, whereas anodal tACS (right) depolarizes the membrane increasing
the number of spikes. B, With a high-rate pulse-train (700 pps) FSIs reach threshold and fire spikes. Cathodal tACS both decreases the number of FSI spikes and makes them occur later, whereas
anodal tACS increases the number of FSI spikes and makes them occur earlier. This leads to an inhibition-dominated population causing an inversion of the subthreshold tACS effects as measured via
the total number of PyE spikes.
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electric fields in the brain within the frequency ranges of both the
subthreshold and suprathreshold threshold stimulation (Nunez
and Srinivasan, 2006). Consequently, the same electric field dis-
tribution, but with different magnitude scales, can be used to
represent both subthreshold tACS and suprathreshold pulse-
train stimulation. Thus, Figure 8 shows the model predicated
electric field distribution, with the scale on the left showing the
magnitude of the electric field for subthreshold tACS stimulation
at 0.1 mA and the scale on the right showing the electric field
distribution for suprathreshold pulse-train stimulation at 3 mA.
Both scales have been corrected for the 23% over estimation of
the electro-anatomical model.

The results show that the strongest electric field in the cortical
area under the small electrode was of 240 V/m for suprathreshold
pulse-train stimulation at 3 mA and 8 V/m for subthreshold tACS
at 0.1 mA.

Discussion
Our experiments show that the effect of low-frequency sub-
threshold tACS on cortical excitability is complex; applying the
same subthreshold tACS waveform to the same cortical area does
not always have the same effect on cortical excitability. Instead,
the effect of tACS on cortical excitability was highly dependent on
the parameters of the suprathreshold pulse-train used to probe
cortical excitability. When a low-rate, long duration, suprath-
reshold pulse-train was used a cathodic tACS phase decreased
cortical excitability and an anodic tACS phase increased excit-
ability. However, when a high-rate, short duration, suprathresh-
old pulse-train was used this pattern was inverted with a cathodic
tACS phase increasing cortical excitability and an anodic tACS
phase decreasing excitability. Consideration of the known bio-
physical differences between PyE neurons and FSIs offers a phys-
iologically plausible explanation for these results, in addition to
giving interesting insight into potential mechanisms underlying
cortical electrical stimulation.

To illustrate this, we implemented an
integrate-and-fire population model in
which FSIs had a lower membrane time
constant than PyE neurons (Connors and
Gutnick, 1990; Kawaguchi, 1993, 1995;
Thomson, 1997; Beierlein et al., 2003;
Compte et al., 2003; Povysheva et al., 2006).
When presynaptically stimulated with a
pulse-train the FSIs showed less temporal
summation and thus a higher spiking
threshold than PyE neurons (Fig. 6A).
When presynaptically stimulated with pulse-
trains causing equal amplitude EPSPs, the
number of spikes fired by each neuron type
changed differently as a function of pulse-
train parameters: longer, low-rate pulse-
trains caused PyE neurons to reach spiking
threshold but not FSIs; whereas shorter,
high-rate pulse-trains caused both PyE neu-
rons and FSIs to reach threshold (Fig. 6B).
The FSIs were then synaptically coupled to
the PyE neurons and the effects of sub-
threshold tACS studied. The integrate-and-
fire model could explain many of the
observed patterns in the data (Figs. 2, 3, 4,
gray/blue lines). The model indicated that
changing suprathreshold pulse-train pa-
rameters could change the excitation–inhi-
bition balance within a cortical circuit: a

longer, low-rate pulse-train caused excitation-dominated activity,
whereas a shorter, high-rate pulse-train caused inhibition-domi-
nated activity. The model showed that this mechanism could explain
the inversion in the effects of tACS on cortical excitability observed
in the rat experiments.

Similarities with transcranial magnetic stimulation
TMS uses a pulsed magnetic field to induce a suprathreshold
current pulse in the cortex. TMS can probe cortical excitability
and paired pulse TMS paradigms can selectively modulate corti-
cal excitability (Di Lazzaro and Rothwell, 2014). When the inter-
val between the pulses is short (1–5 ms, corresponding to a rate of
200 –1000 pps), and the first pulse is subthreshold, cortical excit-
ability as measured with the second pulse is decreased. This phe-
nomenon is known as short-interval intracortical inhibition
(SICI) and is believed to be facilitated through activation of in-
hibitory interneurons (Ziemann et al., 1996). Conversely, when
the interval between the pulses is long (10 –25 ms, 40 –100 pps),
cortical excitability as measured with the second pulse is in-
creased. This is known as intracortical facilitation (ICF). In a
recent study 20 Hz tACS was applied to the motor cortex in
healthy volunteers and cortical excitability probed at different
tACS phases using single-pulse ICF and SICI TMS (Guerra et al.,
2016). They showed that 20 Hz tACS modulates cortical excit-
ability in a phase-dependent way but interestingly the effect of
tACS was dependent on the TMS paradigm. A tACS phase that
increased cortical excitability when probed with single pulse or
ICF actually decreased cortical excitability when probed with
SICI. Thus, the findings of Guerra et al. (2016) support our in-
terpretation of the results from the rat experiment.

Subthreshold tACS
When applied to healthy volunteers subthreshold tACS modu-
lates perception (Kanai et al., 2008), cognition (Marshall et al.,

Figure 8. MRI-based electro-anatomical computational model showing the electric field magnitude distribution on the cortical
surface when transcranial current stimulation is applied. This linear model assumes a quasi-static approximation of Maxwell’s
equations which is valid for alternating electric fields in the brain within the frequency ranges of both the subthreshold and
suprathreshold threshold stimuli. Thus, the same model data can be scaled to show the strength of the subthreshold (left colorbar)
and suprathreshold (right colorbar) electric field distributions. The model shows that the use of a small stimulating electrode and
larger return electrode ensures that maximum electric field strength is reached under the stimulating electrode. Gold insets show
the subthreshold and suprathreshold stimuli waveforms (not to scale).
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2006), motor function (Pogosyan et al., 2009; Heise et al., 2016),
and brain oscillations (Helfrich et al., 2014; Ruhnau et al., 2016).
tACS reduces tremor in Parkinson’s disease patients (Brittain et
al., 2013) and reduces tinnitus (Vanneste et al., 2013). In humans
tACS is typically applied at an amplitude of 2 mA which is esti-
mated to cause an electric field of �0.5 V/m in the cortex (Dmo-
chowski et al., 2011; Opitz et al., 2016; Huang et al., 2017). In our
rat experiments we could reliably measure significant changes in
cortical excitability with currents of 0.1 mA, which we estimated
to cause an electric field strength of 8 V/m in the cortex. In a few
isolated examples (data not shown) we could measure significant
changes in cortical excitability at 0.05 mA (or 4 V/m) but this was
not possible in every animal. This may be due to the effects of
anesthesia, although we did take care to maintain a light level of
anesthesia (clear toe-pinch reflex). It is has been shown in hu-
mans that the effects of transcranial direct current stimulation at
2 mA are highly variable (Wiethoff et al., 2014), and the same has
been anecdotally reported for tACS. Importantly, our results in-
dicated that increasing the current amplitude increases the neu-
romodulatory effect of tACS and may reduce variability. Using
standard tACS protocols in humans this not possible, since the
current must first pass through the skin and stimulating at
amplitudes �2 mA will activate pain nerves in the scalp. How-
ever, we have recently used topical anesthetics in healthy vol-
unteers to apply tACS at much higher amplitudes (A.
Khatoun, B. Asamoah, and M. Mc Laughlin, unpublished ob-
servations) and used a computational model to show how
subcutaneous placed tACS electrodes can achieve much stron-
ger electric fields (Khatoun and Mc Laughlin, 2017).

Polarization of pyramidal and interneurons
Our integrate-and-fire model assumed that subthreshold tACS
polarizes both pyramidal and interneurons, but that the polariza-
tion effects were stronger in pyramidal neurons. One study (Rad-
man et al., 2009) measured the effects of a weak electric field on
membrane polarization of pyramidal and interneurons in rat
brain slices. Pyramidal neurons showed an average polarization
length constant of �0.15 mm (i.e., 1 mV/mm causes membrane
polarization of 0.15 mV) although there was considerable varia-
tion. Interneurons showed an average polarization length con-
stant of 0 mm, mainly because some interneurons had negative
length constants (i.e., a positive electric field hyperpolarizes the
membrane). Taking just the interneurons from Radman et al.’s
(2009) experiments with a positive length constant gives an aver-
age length constant of 0.8 mm. If the FSIs in our model showed no
polarization due to tACS, the model could not explain the in-
verted tACS effects. Thus, some polarization of the FSIs was nec-
essary to explain the experimental data. It is worth noting that
Radman et al. (2009) made their measurements in a uniform
electric field. In such a field, a neuron with perfectly spherically
oriented dendrites has zero membrane polarization at the soma.
However, in a nonuniform field there is some polarization at the
soma. In our experiments the position of the stimulating and
return electrodes above the brain meant that the electric field in
the cortex was not uniform (Fig. 8). Although the non-uni-
formity at the neural scale will be small, it may be enough to
polarize interneurons.

Controlling the cortical excitation–inhibition balance using
suprathreshold pulse-train stimulation
Results from the rat experiment showed that the effect of sub-
threshold tACS on cortical excitability was highly dependent on
the parameters of suprathreshold pulse-train. Changing the su-

prathreshold pulse-train parameters could flip one tACS phase
from increasing to actually decreasing cortical excitability. Re-
sults from the integrate-and-fire model offered a potential expla-
nation for the observed effect: when presynaptically stimulated
with longer, low-rate pulse-trains the action potential threshold
in FSIs is higher than in PyE neurons. When presynaptically stim-
ulated with shorter, high-rate pulse-trains the thresholds for both
neuron types are closer. Thus, adjustment of simple pulse-train
parameters may allow selective control of the cortical excitation–
inhibition balance.

We tested the effect of different pulse-train rates and balanced
each pulse-train to have exactly the same number of pulses (10)
and thus the same net charge. This meant that by design higher-
rate pulse-trains had a shorter duration than low-rate pulse-
trains. Thus, based on the current data we cannot separate the
effects of pulse-train rate from pulse-train duration. Further ex-
perimental and modeling studies are needed to tease apart the
effects of rate and duration.

Potential clinical applications
Direct cortical stimulation (DCS) is an invasive neuromodula-
tion method where electrodes are chronically implanted on the
dura to deliver pulse-train stimulation. Motor cortex DCS can
treat medically refractory neuropathic pain and is successful in
40 –50% of patients (Tsubokawa et al., 1991, 1993; Nuti et al.,
2005). Motor cortex DCS has been used to treat Parkinson’s dis-
ease and can relieve a range of symptoms in some patients (Priori
and Lefaucheur, 2007; Moro et al., 2011; Picillo et al., 2015). If
our interpretation of the experimental results is correct and
changing pulse-train parameters can control the excitation–inhi-
bition balance within cortical circuits, then it may be possible to
develop stimulation waveforms that can selectively target either
excitatory or inhibitory elements within a cortical circuit and
improve therapeutic outcomes. Although it should be cautioned
that our results are from the rat which has a smooth cortex,
whereas humans have a folded cortex which will alter current
flow patterns.

Conclusions
Our results give new insight into the neural mechanisms through
which subthreshold tACS affects cortical excitability. We showed
that the effect of tACS on cortical excitability is complex: stimu-
lating the same cortical area with the same tACS waveform does
not always have the same effect on cortical excitability; rather the
effect of tACS on cortical excitability is probably affected by the
underlying balance between cortical excitation and inhibition.
Experimental designs that manipulate the cortical excitation–in-
hibition balance using pharmacology (Ziemann, 2004) or TMS
paradigms (Di Lazzaro and Rothwell, 2014) may provide a more
controlled neural environment in which to study tACS effects in
humans.
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