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Dopamine Manipulation Affects Response Vigor
Independently of Opportunity Cost

X Alexandre Zénon, Sophie Devesse, and Etienne Olivier
Institute of Neuroscience, Université catholique de Louvain, B-1200 Brussels, Belgium

Dopamine is known to be involved in regulating effort investment in relation to reward, and the disruption of this mechanism is thought
to be central in some pathological situations such as Parkinson’s disease, addiction, and depression. According to an influential model,
dopamine plays this role by encoding the opportunity cost, i.e., the average value of forfeited actions, which is an important parameter to
take into account when making decisions about which action to undertake and how fast to execute it. We tested this hypothesis by asking
healthy human participants to perform two effort-based decision-making tasks, following either placebo or levodopa intake in a double
blind within-subject protocol. In the effort-constrained task, there was a trade-off between the amount of force exerted and the time spent
in executing the task, such that investing more effort decreased the opportunity cost. In the time-constrained task, the effort duration was
constant, but exerting more force allowed the subject to earn more substantial reward instead of saving time. Contrary to the model
predictions, we found that levodopa caused an increase in the force exerted only in the time-constrained task, in which there was no
trade-off between effort and opportunity cost. In addition, a computational model showed that dopamine manipulation left the oppor-
tunity cost factor unaffected but altered the ratio between the effort cost and reinforcement value. These findings suggest that dopamine
does not represent the opportunity cost but rather modulates how much effort a given reward is worth.
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Introduction
One of the fundamental functions of the brain is to optimize the
allocation of limited resources to the behaviors that are most
likely to lead to valuable outcomes. This requires comparing ben-
efits with incurred costs, either physical, mental, or temporal
(Prévost et al., 2010; Schmidt et al., 2012; Skvortsova et al., 2014).
The dopaminergic system has long been regarded as central to

this adaptive function, and its dysfunction is thought to be in-
volved in several pathological conditions in which cost– benefit
computation is severely disrupted, such as Parkinson’s disease,
addiction, depression, and schizophrenia (Turner and Desmur-
get, 2010; Cléry-Melin et al., 2011; Salamone et al., 2012; Strauss
et al., 2014; Zenon and Olivier, 2014). Dopamine (DA) manipu-
lations in animals have been shown to affect effort processing,
both in terms of response vigor, i.e., the amount of effort invested
in a motor response (Salamone et al., 2003), and in terms of
effort-based decision making, since blockade or depletion of DA
will drive animals to shift their preferences from high reward
options requiring a large amount of effort to lower rewards ac-
cessible with smaller amounts of effort (Cousins et al., 1994; Sala-
mone et al., 1994). In healthy humans, during a task in which
participants had to choose between a high cost/high reward and
low cost/low reward option to obtain varying monetary rein-
forcements, amphetamine intake, which enhances the synaptic
concentration of catecholamines, was shown to increase the
willingness to choose the more strenuous option (Wardle et al.,
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Correspondence should be addressed to Alexandre Zénon, Institute of Neuroscience, School of Medicine,
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Significance Statement

Dopamine has been proposed in a prevalent theory to signal the average reward rate, used to estimate the cost of investing time in
an action, also referred to as opportunity cost. We contrasted the effect of dopamine manipulation in healthy participants in two
tasks, in which increasing response vigor (i.e., the amount of effort invested in an action) allowed either to save time or to earn
more reward. We found that levodopa—a synthetic precursor of dopamine—increases response vigor only in the latter situation,
demonstrating that, rather than the opportunity cost, dopamine is involved in computing the expected value of effort.
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2011). Similarly, in a recent study conducted on Parkinson’s pa-
tients, DA replacement therapy was shown to increase the accep-
tance rate for large efforts (Chong et al., 2015).

In an influential paper, Niv et al. (2007) proposed a model
attempting to explain, from a normative perspective, the role of
DA in effort processing. In this model, baseline DA concentration
(i.e., tonic DA) signals the average level of reward per unit of time
encountered in the past. This average reward rate value could
then be used to estimate the opportunity cost of a given potential
action, i.e., the cost corresponding to the forfeiting of rewards
that could be obtained if another action available in the same
context was chosen instead. Niv et al. (2007) modeled opportu-
nity cost as the product of the average reward rate and the time
spent executing a given action. Consequently, in many tasks de-
scribed in the literature, there is a trade-off between the response
vigor, allowing one to control the time spent executing the task,
and the opportunity cost. According to the model of Niv et al.
(2007), in such tasks, the average reward rate should affect re-
sponse vigor, a prediction recently confirmed experimentally,
albeit in a task that required mental effort, making its generaliza-
tion to physical effort uncertain (Guitart-Masip et al., 2011).

To determine whether DA affects opportunity cost during
effort-based decision making, we conducted an experiment com-
paring the effects of levodopa (a synthetic precursor of DA) and
placebo in two tasks. In one task, called the effort-constrained
task, there was a trade-off between effort and opportunity cost,
and in the other, the time-constrained task, there was no such a
trade-off. According to the model of Niv et al. (2007), we pre-
dicted that in the task in which effort is in balance with opportu-
nity cost, DA should have an effect on the level of effort invested,
whereas the task in which effort and opportunity cost are not
related should not be affected by DA modulation.

Materials and Methods
Subjects. Twenty healthy subjects were invited to participate in the exper-
iment; the group age ranged from 20 to 35 years old. Participants had no
medical history of neurological problems and did not take medication
that could affect the nervous system. One subject did not complete the
tasks for reasons unrelated to the experimental conditions, and her re-
sults were subsequently excluded. The final number of subjects included
in the experiment was thus 19 (10 males). The experiment was conducted
with approval from the local ethics committee, and all participants pro-
vided their informed consent before participating.

Procedure. The experiments were performed double blind; i.e., neither
the subject nor the experimenter knew which substance was being given.
Nine of the subjects took part in a first series of experiments that included
three drug conditions (sulpiride, placebo, and DA). Because of concerns
related to a lower dosage (200 mg) and to the short delay (30 min)
between sulpiride intake and the task, it was decided to drop the sulpiride
condition for the following subjects. The second series of experiments
was thus made using only DA and placebo, and, except for the absence of
the sulpiride session, the experimental procedure was the same as in the
first series. Only the results from the placebo and DA sessions are re-
ported in the current paper.

Participants attended the laboratory on separate days, with an interval
of at least 48 h between two sessions. Thirty minutes before the beginning
the experiment, the subject was given a pill containing either the placebo
or the active substance, DA (125 mg of levodopa). Each session consisted
of three blocks of an effort-constrained task and three blocks of a time-
constrained task; each block lasted 6 min. Half of the subjects started with
the effort-constrained task and the other half with the time-constrained
task; these two conditions were then alternated throughout the session.
The subjects started each experimental session with the same task. Each
subject was given a brief training session on each task before beginning
the experiments to ensure that the tasks were fully understood.

Before each block, the subject was asked to squeeze a homemade dy-
namometer three times to their maximum capability to determine their
maximal voluntary contraction. The highest value was retained so that
subsequent effort levels, used during the two main tasks, were expressed
as a percentage of the maximal voluntary contraction. This ensured a
good calibration of the required contractions relative to the participant’s
strength in each block and allowed us to compensate for fatigue effects
(Zénon et al., 2015). In each trial, a certain amount of money was pro-
posed for executing a physical effort, which consisted in squeezing the
dynamometer with a certain level of force. The subjects received real-
time feedback on their performance in the form of a gauge displayed on
the screen, i.e., a rectangle shape that “filled up” progressively with color
according to the strength exerted during the task. After each block, the
total “earnings” were displayed on the screen before the subsequent task
began.

The pupil size and eye movements of the subjects were recorded at 250
Hz by means of an Eyelink eye tracker (SR Research; for details, see
Zénon et al., 2014).

Task 1: effort-constrained task. Following a 1000 ms fixation screen, the
task started with the on-screen presentation of a coin (5, 20, or 50 euro
cents; Fig. 1A) for 2000 ms. This was followed by the presentation of a
fixation point for 500 –1500 ms, after which the gauge of strength re-
quired to obtain the reward was shown, with the exact level to be reached
being indicated by a horizontal red line. There were 12 possible levels,
namely, 0.34, 0.50, 0.69, 0.97, 1.36, 1.90, 2.66, 3.72, 5.20, 7.27, 10.16, and
15.22 (a value of 1 corresponded to a force equal to the maximal volun-
tary contraction exerted for 1 s). The subject could then either refuse or
accept the offer proposed by pressing a keyboard key with their non-
dominant hand (“Ctrl” key for refusing and “Enter” key for accepting the
offer) within a 6 s time limit; this allowed us to calculate the “acceptance
rate.” If the offer was refused, the next trial was then presented after a
2000 ms presentation of the forfeited reward superimposed with a red
cross. If accepted, the subject had to squeeze the dynamometer until the
required level of force was reached to win the reward proposed on the
previous screen, without any time limit. As a visual feedback, a green
rectangle superimposed on the gauge was displayed on the screen and
indicated in real time the integral of the force profile such that the speed
with which the level raised was directly proportional to the amount of
force exerted on the dynamometer. For example, exerting a 25% maxi-
mal voluntary contraction for 4 s raised the gauge to the same level as a
50% maximal voluntary contraction exerted for 2 s. Therefore, in the
effort-constrained task, exerting more force allowed the participants to
save time by reaching the target faster, thereby resulting in a trade-off
between effort and opportunity cost. As there was a time limit for the
block duration (6 min) but no limit in terms of number of trials, increas-
ing the level of effort allowed the subject to gain time: the reward was
obtained quicker and they were thus able to move to the next trial faster,
increasing chances to raise total earnings; this strategy was explicitly
described to the participants.

Task 2: time-constrained task. In this task, a number was first shown on
the screen (5, 6, 7, 8, 9, 10, 12, 14, 16, 19, 22, 25, 29, 33, 39, 45, 52, 60, 69,
or 80; Fig. 1B), representing the reward, in euro cents, that would be won
at the end of that trial if the force level reached the top of the gauge
rectangle. As in the effort-constrained task, the subject had the opportu-
nity to accept or refuse the offer by pressing the “Enter” or “Ctrl” key,
respectively, within a 6 s time limit, and the amount of force exerted while
squeezing the dynamometer also affected the speed with which the force
level displayed on screen raised. When the offer was refused, the forfeited
reward superimposed with a red cross was shown for 2000 ms, followed
by the beginning of the next trial. In the time-constrained task, in con-
trast to the effort-constrained task, the duration of the effort was constant
and fixed at 5 s. The amount of reward actually received during a trial was
proportional to the gauge position at the end of the trial (e.g., if the
subject was offered 52 cents but only arrived half way to the target, he or
she would then gain only 26 cents) and was displayed on the screen at the
end of each trial (Fig. 1B). If the subject managed to reach the top of the
gauge within the 5 s limit (4 � 5% of the trials, mean � SD), the force was
still integrated, but the gauge level remained immobile at the top of the
gauge. Therefore, in the time-constrained task, exerting more effort al-
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lowed a proportional increase of the earnings but did not allow partici-
pants to save time, as the duration of each trial was constant. Therefore,
there was no trade-off between effort and opportunity cost in this task.

Data analysis. The statistical analyses consisted of generalized linear
mixed models (GLMMs) and were performed with SAS Enterprise Guide
software (version 5.1, copyright 2012, SAS Institute). The acceptance rate
was modeled as a binary variable (offer accepted or rejected), while the reac-
tion time (RT; log transformed to make their distribution closer to normal),
the force intensity, and the pupil responses were modeled as normal vari-
ables. In the effort-constrained task, the independent variables were the
amount of reward (5, 20, or 50 cents) proposed, the level of effort required
(12 levels), and the treatment (levodopa vs placebo) condition. In the time-
constrained task, the independent variables were the reward (20 levels) and

the treatment condition. We also performed a GLMM analysis on the log-
transformed pupil response (Zénon et al., 2014). The baseline pupil size
during the second before the decision was computed and subtracted from
the average response during the task execution. Eye blinks were linearly
interpolated. Then, the effect of the average force actually exerted during the
task was used as a continuous predictor, while the treatment effect was in-
cluded as a categorical predictor in the GLMM model. In all models, all fixed
effects were also included as random effects. In addition, different parame-
ters were used to model the variance of the residuals of each predictor (vari-
ance components).

We also performed a control analysis to assess the relationship be-
tween the treatment effect (change in force intensity) and the total effort
(sum of all contraction intensities relative to maximal voluntary contrac-

Figure 1. Schematic depiction of the tasks. A, Effort-constrained task layout. The subject was presented with a coin of 50, 20, or 5 euro cents. The screen then showed the amount of effort required
to reach the reward with a red line in a rectangular cylinder. If the subject accepted, he or she then had to squeeze the dynamometer to obtain the reward, with no time constraint. If he or she refused,
the next offer was proposed. B, Time-constrained task layout. The subject was presented a proposed reward amount (ranging from 5 to 80 cents). If the subject accepted the offer, he or she had to
squeeze a dynamometer during 5 s. The reward earned depended on the level reached on the gauge at the end of the 5 s time limit. If the subject refused, the next offer was proposed.
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tion) exerted during each task on the one hand and the total reward
earned during each task on the other hand. We conducted ANCOVAs
with the treatment effect as dependent variable, the total effort or total
reward as fixed independent variable, and the subject index as random
independent variable. The treatment effect was computed by z scoring all
the effort intensities performed during both sessions for a given subject
and averaging these standardized values for all trials in the levodopa
condition.

Computational model. We modeled subjects’ behavior by means of a
computational model inspired by the work of Niv et al. (2007). The
model we tested initially included eight free parameters (Er, Ef, Ed, Te, Ta,
Ru, Oc, and Qr; see definitions below and Table 1).

The model estimated the value of each proposed offer as a function of
the force that could be exerted, as follows:

Q� force�trial � Qr � U� force� � Ce� force� � Co� force�, (1)

where Qr was a free parameter representing the decision threshold, U was
the utility of the reward, Co was the opportunity cost, and Ce was the cost
of effort.

The utility of reward U was computed as follows:

U� force� �
rewardEr

Ru
, (2)

to account for the decreasing marginal value of reward, and where both
Er and Ru (for utility ratio) were free parameters. In the effort-
constrained task, reward was equal to the reward proposed (promised
reward). In the time-constrained task, reward was equal to force times
promised reward, as the final amount of reward was proportional to the
average amount of force exerted during the task.

The cost of effort, Ce, was equal to the following:

Ce� force� � durationEd � forceEf, (3)

in accordance with a previous neuroeconomic model of effort cost
(Körding et al., 2004), with Ed and Ee being free parameters. The value of
the duration variable differed according to the task. In the effort-
constrained task, duration was equal to the total effort required in the
trial divided by the force exerted during the task. In the time-constrained
task, duration was always equal to 5 s.

The opportunity cost factor Oc was computed as follows:

Co� force� � Oc � duration, (4)

where Oc was a free parameter, and duration took the same value as in
Equation 3. Therefore, in our model, Oc did not depend on the past
average reward rate. This simplification allowed us to avoid making any
assumption about the way the average reward rate should be computed
(i.e., how long should the memory of past reward be? how should breaks
between tasks affect the average reward rate? should effort cost be dis-
counted from the reward to compute the reward rate? etc.) and was
legitimate, given that any change in opportunity cost between the treat-
ment conditions would be evidenced by variations of the Oc parameter.
The effect of changes in Oc and Ru on performance in both tasks are
illustrated in Figure 2, A and B, respectively. As expected, while increases
in Oc led to increased force exertion in the effort-constrained task, the

time-constrained task was not influenced by changes in Oc, whereas the
opposite was found for changes in Ru.

We then computed the probability of choosing a given force value in
each trial as follows:

p� force� �
e

Q� force�trial

Te

�
0

�

e
Q� f �trial

Te df

. (5)

The probability of accepting the trial was computed as follows:

p�accept� �
e

E�Qtrial�

Ta

e
E�Qtrial�

Ta � 1
(6)

and

E�Qtrial� � �
0

�

Qtrial� f � p� f �df. (7)

The integrals over variable f in Equations 5 and 7 were approximated by
a discrete sum over values of f between 0 and 2, with a 0.01 sampling
interval.

We fitted this model by minimizing its negative log likelihood (LL):

�LLmodel � ��
trials

LLacc � �
trials

LLeff, (8)

LLacc�trial � � log��p�accept� � accepted � 1��, (9)

LLeff�trial � � log�p�chosen effort��, (10)

where “accepted” was equal to one when the participant actually ac-
cepted the trial and equal to zero otherwise. The “chosen effort” corre-
sponded to the actual average force exerted during the trial, if accepted.
LLeff was equal to zero if the trial was refused.

We fitted this model to the actual acceptance and effort data of the two
tasks separately for each subjects and each treatment condition. To avoid
local minima, the fit was performed by means of a genetic algorithm with
a population of 500. As multicollinearity issues between the parameters
made the determination of a global minimum difficult for the complete
model with eight parameters, we ran a series of other versions of the
model in which the exponent parameters (Er, Ef, Ed) and/or one or two of
the temperature parameters (Te, Ta) were fixed to the medians of their
values obtained from the first model-fitting procedure (Table 1). Inter-
estingly, we found that the value of Ef was in close correspondence with
the quadratic function of effort cost estimated in a previous study
(Hartmann et al., 2013).

The Bayesian information criterion (BIC) was computed for each
model, subject, and treatment condition:

BIC � �2 ln�L� � kln�n�, (11)

Table 1. Model parameters

Notation Median Mean � SD Model 1 Model 2 Model 3 Model 4 Model 5

Reference value Qr �0.7024 �0.683 � 0.567 * * * * *
Utility Ratio Ru 0.9942 1.186 � 0.470 * * * * *
Opportunity cost Oc 0.258 0.296 � 0.228 * * * * *
Acceptance temperature Ta 0.2192 0.247 � 0.120 * * *
Effort temperature Te 0.0751 0.098 � 0.103 * * *
Reward exponent Er 0.3747 0.391 � 0.087 *
Force exponent Ef 2.1364 2.366 � 0.808 *
Duration exponent Ed 0.2314 0.290 � 0.225 *

The tables shows the parameters included in the computational model, together with their median and mean values. The asterisks in the right columns indicate which parameters were included in each version of the model.
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where L is the maximum likelihood, k is the number of degrees of free-
dom, and n is the number of data points. The models that provided the
smallest BIC (i.e., best performance) varied according to the subjects and
treatment conditions. We then computed the final parameter values by
means of Bayesian model averaging (BMA):

�BMA � �
m	1

M

wm�m, (12)

in which � represents the vector of model parameters (Table 1), M is the
total number of models (five in our case), and w is computed as follows:

wmodel �
e

BICmodel

2

�
m	1

M

e
�

BICm

2

. (13)

A

B

C

Figure 2. Main predictions and behavioral results. A, B, Computational model predictions of force execution during the effort-constrained (left) and time-constrained tasks (right), for different
values of the opportunity cost factor Oc (A) or utility ratio factor Ru (B). In the right panel of A and left panel of B, the force intensity does not vary with the changes in the model factors, and all curves
are therefore superimposed. Changes in Oc predict variations in the force intensity in the effort-constrained task only, while changes in Ru predict force variations only in the time-constrained task.
C, The relation between the force intensity and the effort required in the effort-constrained task (left) or reward magnitude on offer in the time-constrained task (right) is shown for both the placebo
(dashed) and levodopa (solid) treatment conditions. In the left panel, the three different reward conditions are color coded, and the inset illustrates the effect of the reward condition on force
intensity, z-scored within each effort level condition. Regarding the data illustrated in the right panel, the force intensity was computed from the accepted trials only, and only the data points
including more that 10% average acceptance rate were included. The inset in the right panel shows the effect of the treatment condition on the force intensity, z-scored within each reward condition.
Error bars illustrate the SEM.
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To estimate the quality of the fit with the data, we computed the percent-
age of variance explained by the force data when using the mode of the
p(force) distribution as the model force output, and we computed the
area under the Receiver Operating Characteristic (ROC) curve when
using p(accept) to predict the actual acceptance data.

Results
First, it is noteworthy that levodopa did not affect the maximal
voluntary contraction made at the beginning of each block
[F(1,18) 	 0.37, p 	 0.5506; Bayes factor (BF), 44.7; p(H0) 	 0.98],
making the effort requirements comparable between treatment
conditions. To estimate the validity of the null effect of treatment
on the maximal voluntary contraction, we compared the Bayes-
ian information criteria of the full model with an alternative
model not including the treatment factor. This comparison was
performed by computing the Bayes factor (BF 	 44.7) and esti-
mating the probability of the null hypothesis [p(H0) 	 0.98;
Masson, 2011].

Effort-constrained task
In the effort-constrained task, the acceptance rate varied depend-
ing on the amount of the reward on offer (F(2,36) 	 58.13, p 

0.0001; Fig. 3A), but was not affected by the treatment condition
[F(1,18) 	 0.40, p 	 0.5343; BF 	 e� BIC/2 � 10 6, p(H0) 	 1].
Additionally, the acceptance rate diminished as the effort re-
quired increased (F(11,198) 	 52.22, p 
 0.0001). All other effects
were nonsignificant (p � 0.05).

RT for accepting/refusing the offer was not influenced by the
treatment condition (F(1,17.9) 	 0.00, p 	 0.9945), but was af-
fected by the amount of reward on offer (Fig. 3C; F(2,36.7) 	 6.84,
p 	 0.003) and by effort (F(11,202) 	 16.35, p 
 0.0001). The
interaction between the offered reward and effort factor also im-
pacted on the RT (F(22,397) 	 5.18, p 
 0.0001). All other variables

were nonsignificant (p � 0.05), and the probability for the null
effect of treatment on the RT was equal to one (BF � 20 
 10 6).

There was no effect of the treatment condition either on the
amount of force used to squeeze the dynamometer (F(1,18) 	
0.03, p 	 0.8661; Figs. 2C, 4A). In contrast, the effort required
had a significant effect on the force applied on the dynamometer
(F(11,162) 	 101.05, p 
 0.0001; Figs. 2C, 4A). This last effect is not
trivial given that the effort variable corresponded to the target
value of the integral of the force profile and, therefore, did not
constrain directly the force intensity. The promised reward also
significantly influenced the force (F(2,36) 	 7.39, p 	 0.0020; Fig.
2C, inset). The subjects exerted more force for a 50 or 20 cent
reward compared to a 5 cent reward. All the other effects were
nonsignificant (p � 0.05), and the probability for the null effect
of treatment was very close to one (BF � 5 
 10 6).

We then looked at the pupil response during the effort execu-
tion. We ran a GLMM with the average force exerted during the
task as continuous predictor and the treatment condition as cat-
egorical predictor. Only accepted trials were taken into account.
We found that the force condition significantly affected the pupil
response (F(1,17.5) 	 26.94, p 
 0.0001), confirming our earlier
findings (Zénon et al., 2014), while neither the treatment effect
nor the interaction were significant (all p � 0.05). The Bayes
factor for the absence of significant treatment effect was equal to
12.18 [p(H0) 	 0.92].

Time-constrained task
The acceptance rate was not affected by the treatment condition
the subject was under (F(1,18) 	 0.01, p 	 0.9395), but rose as the
proposed amount of reward increased (Fig. 3B; F(1,18) 	 198.45,
p 
 0.0001). The interaction between the reward and treatment
conditions was nonsignificant (F(1,18) 	 1.41, p 	 0.2501), and

A B

C D

Figure 3. Acceptance rate and reaction time results. A, C, Effort-constrained task. The relations between the effort required (x-axis) and the acceptance rate (A) and the RT (C) are depicted. The
conventions are the same as in Figure 2. B, D, Time-constrained task. The relations between reward magnitude on offer (cents) and the acceptance rate (B) and the RT (D) are illustrated for both the
placebo (dashed) and levodopa (solid) treatment conditions.
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the Bayes factor associated with the absence of effect of the treat-
ment condition was superior to 100 
 10 6 [p(H0) 	 1].

RT for accepting/refusing the offer was, as for the effort-
constrained task, not affected by the subject’s treatment condi-
tion (Fig. 3D; F(1,18) 	 0.08, p 	 0.7794). RT was, however, as in
the effort-constrained task, influenced by the amount of reward
on offer (F(19,342) 	 6.77, p 
 0.0001). The interaction between
the treatment and reward factors was nonsignificant (F(19,342) 	
1.03, p 	 0.4209), and the Bayesian probability for the absence of
treatment effect was, again, close to one.

Figure 2C shows that, contrary to the effort-constrained task,
the administration of levodopa drove the subjects to apply more
force compared to when the placebo was administered (F(1,18) 	
6.46, p 	 0.0204; Fig. 4B). The reward pressed the subjects to
exert more force: the bigger the reward, the stronger the subject
squeezed the dynamometer (F(19,199) 	 8.10, p 
 0.0001; Fig. 4C).
However, the interaction between the treatment and reward con-
ditions did not influence the subject force exertion (F(19,164) 	
0.89, p 	 0.5987).

As in the effort-constrained task, we found that the pupil re-
sponse was affected by the average force applied during the task
(F(1,17) 	 5.94, p 	 0.026), but that there was no main effect of the
treatment variable and no significant interactions (all p � 0.05).
The Bayes factor for the absence of effect in this case was equal to
4.26 [p(H0) 	 0.81].

Control analysis
As the time-constrained and effort-constrained tasks differed not
only in terms of the presence of trade-off between effort and

opportunity cost, but also in terms of the total effort exerted and
total reward received, we conducted a control analysis (Fig. 5) in
which we analyzed the potential influence of the total effort and
the total reward on the effect of levodopa on the force intensity.
ANCOVAs showed that neither the total effort (F(1,18) 	 0, p 	
0.9673; Fig. 5A) nor the total reward (F(1,18) 	 1.7, p 	 0.2093;
Fig. 5B) influenced the treatment effect on force intensity.

Computational model
The model provided a very good fit with the data linked to the
acceptance rate (Fig. 6A,B; medians of the area under the ROC
curve, 0.97 and 0.96 for the placebo and levodopa conditions,
respectively) and also a good fit with the force data (Fig. 6C,D;
medians of percentage of variance explained, 62 and 63% for the
placebo and levodopa conditions, respectively). When compar-
ing the parameter values under placebo and levodopa, we found
that only the Ru parameter, accounting for the ratio between
effort cost and reward value, decreased significantly (Fig. 6E;
paired t test, t(18) 	 �2.17, p 	 0.043; all other tests, p � 0.1),
indicating that a given monetary amount was worth more effort
in the levodopa than in the placebo condition.

Discussion
In the present study, we found that DA increased subjects’ will-
ingness to exert greater effort in the time-constrained task, in
which there was no trade-off between opportunity cost and ef-
fort. In contrast, DA had no effect on the force exerted in the
effort-constrained task. Given that in rodents the baseline rate
of responses has been shown to correlate strongly with the DA-

A B C

Figure 4. Average force execution time course. A, Averaged time course of force execution as a function of effort (color coded) and treatment condition (solid and dashed for the levodopa and
placebo conditions, respectively) in the effort-constrained task. The rate of acceptance and duration of the effort varied between conditions and subjects. Therefore, we excluded from the figure the
bins that included data for 
30% of the participants. B, Effect of the treatment condition (solid and dashed for the levodopa and placebo conditions, respectively) on the time course of force
execution in the time-constrained task. C, Time course of force execution as a function of reward (color coded) in the time-constrained task.

A B

Figure 5. Control analysis. A, Treatment effect on force intensity (z scores) as a function of the total effort executed [force in percentage times time (seconds)] in both types of tasks (effort and
time constrained). B, Treatment effect on force intensity (z scores) as a function of the total amount of reward received (cents) in both types of tasks (effort and time constrained).
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induced decrease in response rate (Salamone et al., 2012), we had
to ensure that the difference in DA effects between our two tasks
was not caused by their different demands for effort or rewards.
The correlation analysis showed clearly that these differences did
not explain the differential effect of the levodopa administration
on the subjects’ performance. It was also crucial to show that the
maximal effort exerted by the subjects at the beginning of each
block was unaffected by levodopa. This result is consistent with
those of several previous experiments (Schmidt et al., 2008;
Chong et al., 2015) and confirms the absence of a simple relation-
ship between DA and effort (Kurniawan et al., 2011). The absence
of a direct link between DA and effort was also confirmed by the
lack of effect of the DA manipulation on the pupil response,
which can be viewed as an estimate of how effortful the force
exertion was perceived to be (Zénon et al., 2014), or, more gen-
erally, as a marker of the effect of effort exertion on arousal (Sara
and Bouret, 2012).

The present findings do not concur with the hypothesis put
forth by Niv et al. (2007), who proposed that tonic DA signals the

average reward rate, used to compute the opportunity cost. In-
deed, according to this view, DA manipulations should have
affected the effort investment in the effort-constrained task spe-
cifically, in which investing more effort allowed participants to
decrease opportunity cost. Our findings also appear to be contra-
dictory to those from the study by Beierholm et al. (2013), who
found that the response vigor of a group of subjects taking
levodopa was influenced more by the average reward rate than
that of a control group. This result would apparently confirm the
Niv et al. (2007) hypothesis about the role of DA in the coding of
opportunity cost. However, a few important differences between
this study and the present experiment are noteworthy. First, in
the study by Beierholm et al. (2013), DA did not have a direct
influence on any of the behavioral parameters, including RT (i.e.,
their estimate of response vigor), which remained, on average,
unaffected by the dopaminergic manipulation, in contrast with
the animal literature (Salamone et al., 2012). Rather, this manip-
ulation was found to affect only one parameter of the computa-
tional model representing the influence of average reward rate on

A B

C D

E

Figure 6. Computational results. A–D, Data points correspond to the actual data averaged across participants, while solid and dashed lines correspond to the average model fitting in the levodopa
and placebo conditions, respectively. A, Acceptance rate in the effort-constrained task. Reward conditions are color coded. B, Acceptance rate in the time-constrained task. C, Average force during
the effort-constrained task. D, Average force during the time-constrained task. It is noteworthy that while the fit was quite accurate overall, the model failed to account for the force exertion in the
low reward condition when levodopa was administered. E, Changes in model parameters between the placebo and levodopa sessions. Error bars represent 95% confidence intervals. Qr corresponds
to the decision threshold, Ru to the utility ratio, Oc to the opportunity cost factor, Ta to the acceptance temperature parameter, Te to the effort temperature parameter, and Er, Ef, and Ed to the reward,
force, and duration exponent parameters, respectively. MVC, Maximal Voluntary Contraction. The asterisk indicates that only Ru changed significantly between treatment conditions (� 	 0.05).
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response vigor. Second, in their study, response vigor was mea-
sured during an oddball detection task, and therefore did not
involve physical effort, in stark contrast with the present study
and all previous experiments studying response vigor (Salamone
et al., 2012). Determining whether the discrepancy between our
results and the study by Beierholm et al. (2013) derives from their
use of a cognitive task will require further experiments compar-
ing directly the effects of DA manipulations on cognitive and
physical effort.

In the effort-constrained task, the intensity of the response
increased according to the amount of effort requested to obtain
the reward. This is not an inconsequential finding given that, in
principle, subjects could have squeezed the dynamometer with a
constant force, regardless of the total effort requested to reach the
reward. The observation that subjects exerted more force when
the total effort requested was higher implies that they took into
account the opportunity cost, justifying investing more force to
decrease the amount of time spent on the action (Guitart-Masip
et al., 2011). Subjects understood that a larger force intensity
allowed the reward to be gained quicker, leaving more time to
switch to the next offer and thus eventually leading to higher
global rewards at the end of the 6 min block. This shows that the
null effect of DA manipulation on the effort-constrained task
cannot be caused by a lack of comprehension of the task con-
straints by the subjects.

In the present experiment, we used levodopa to manipulate
dopamine concentrations in the brain. However, the mecha-
nisms by which levodopa affects tonic levels and phasic responses
are complex and remain poorly understood (Cools, 2006; Dreyer,
2014). In addition, baseline levels of DA vary between subjects,
and the behavioral effect of levodopa intake is likely to vary
as a function of the individual baseline level (Cools and
D’Esposito, 2011), which itself varies as a function of the time
of day (Sowers and Vlachakis, 1984), or the menstrual cycle
(Jacobs and D’Esposito, 2011). We tried to minimize the im-
pact of this confound by asking our subjects to arrive at the
same times every day and to conduct the 2 d of experiments in
conditions as similar as possible.

To our knowledge, the present study is the first to confirm in
humans the direct effect of DA on response vigor (Salamone et
al., 2003; Wang et al., 2013). Indeed, previous human studies
have focused on the effect of DA manipulations on effort-based
decision making, showing that higher levels of DA increased the
willingness to execute greater effort (Wardle et al., 2011; Chong et
al., 2015), similar to the T-maze studies in rodents (Salamone,
2007). In these studies, the amount of effort to be executed was
imposed, and the only degree of freedom left to the participants
was to choose the best offer. In our study, in the two tasks, sub-
jects had to decide both whether or not to accept the offer and
then how much force to exert on each trial. Surprisingly, we
found that DA modulated the amount of force exerted only in the
task in which reward was directly proportional to effort, and not
in the task in which the reward was fixed. This dissociation was
accounted for in the computational model by a dopamine-
induced change in the utility ratio parameter Ru, representing the
ratio of the cost of effort relative to the value of the monetary
reward. This parameter was significantly influenced by the
levodopa manipulation, whereas none of the other parameters
showed significant change between the treatment conditions.
While the absence of change in the Oc, or opportunity cost factor,
contradicts the hypothesis of Niv et al. (2007), as already men-
tioned, the lack of modification of the Qr parameter is contradic-
tory with the model of Phillips et al. (2007), which proposes that

DA serves to adjust the decision threshold between worthwhile
and nonworthwhile outcomes. Instead, our findings show that
DA manipulations altered the ratio between the subjective cost of
the associated effort and the subjective value of the reinforce-
ment. This confirms and extends the view that DA signals the
incentive value of reward cues, used to determine how much
effort a given expected reinforcement is worth (Salamone et al.,
2005; Berridge, 2007; Flagel et al., 2011). This function is viewed
as central in the pathophysiology of addiction (Robinson and
Berridge, 1993), in which a large amount of resources are allo-
cated to the research of the drug and its consumption, at the
expense of essential activities such as gathering food (Heyman,
2000). Similarly, bradykinesia in Parkinson’s disease is no longer
considered a mere motor deficit, but rather a disorder of cost–
benefit computation (Mazzoni et al., 2007; Turner and Desmurget,
2010). The role of motivational disturbances in schizophrenia has
also been highlighted recently, including in effort-based decision-
making tasks (Fervaha et al., 2013; Barch et al., 2014; Strauss et al.,
2014), and depression results in a disruption of effort allocation as a
function of expected reward value (Cléry-Melin et al., 2011). DA
appears to be the common denominator to these disorders, and
furthering our understanding of its function should allow us to im-
prove our therapeutic arsenal to combat them.
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