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Analysis of Connectivity in the Cat Cerebral Cortex 
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The mammalian cerebral cortex is innervated by a large 
number of corticocortical connections. The number of con- 
nections makes it difficult to understand the organization 
of the cortical network. Nonetheless, conclusions about the 
organization of cortical systems drawn from examining 
connectional data have often been made in a speculative 
and informal manner, unsupported by any analytic treat- 
ment. Recently, progress has been made toward more sys- 
tematic ways of extracting organizing principles from data 
on the network of connections between cortical areas of 
the monkey. In this article, we extend these approaches to 
the cortical systems of the cat. 

We collated information from the neuroanatomical liter- 
ature about the corticocot-tical connections of the cat. This 
collation incorporated 1139 reported corticocortical con- 
nections between 65 cortical areas. We have previously 
used an optimization technique (Scannell and Young, 1993) 
to analyze this database in order to represent the connec- 
tional organization of cortical systems in the cat. Here, we 
report the connectional database and analyze it in a num- 
ber of further ways. First, we employed rules from Felleman 
and Van Essen (1991) to investigate hierarchical relations 
among the areas. Second, we compared quantitatively the 
results of the optimization method with the results of the 
hierarchical method. Third, we examined quantitatively 
whether simple connection rules, which may reflect the de- 
velopment and evolution of the cortex, can account for the 
experimentally identified corticocortical connections in the 
database. 

The results showed, first, that hierarchical rules, when 
applied to the cat visual system, define a largely consistent 
hierarchy. Second, in both auditory and visual systems, the 
ordering of areas by hierarchical analysis and by optimi- 
zation analysis was statistically significantly related. 
Hence, independent analyzes concur broadly in their or- 
dering of areas in the cortical hierarchies. Third, the ma- 
jority of corticocortical connections, and much of the pat- 
tern of connectivity, were accounted for by a simple 
“nearest-neighbor-or-next-door-but-one” connection rule, 
which may suggest one of the mechanisms by which the 
development of cortical connectivity is controlled. 
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Neuroanatomical studies have revealed a large number of con- 
nections linking different brain structures. The corticocortical 
connections, although only a subset of these connections, form 
a network of such complexity that intuitive understanding of its 
organization is very difficult. Analysis of neuroanatomical con- 
nection data is required to substantiate the many informal spec- 
ulations about neural organization that have been drawn from it. 

Several principled approaches to analysis of connection data 
have been described: hierarchical analysis (Rockland and Pan- 
dya, 1979; Maunsell and Van Essen, 1983; Felleman and Van 
Essen, 1991;), cluster analysis (Musil and Olson, 1991), and, 
more recently, an optimization approach using nonmetric mul- 
tidimensional scaling (NMDS) (Scannell et al., 1992; Young, 
1992a-c 1993; Scannell and Young, 1993). These techniques 
derive numerical descriptions of the organization of the network 
from neuroanatomical connection data. 

Hierarchical analysis classifies connections as ascending, de- 
scending, or lateral, according to their patterns of laminar origin 
and termination. The directions of the connections are then used 
to place areas above, below, or at the same level in a unidimen- 
sional hierarchy. The optimization approach (Young, 1992a-c, 
1993) analyzes a matrix of connections between brain structures 
with NMDS (Shepard, 1962, 1980), minimizing the distance be- 
tween connected structures and, at the same time, maximizing 
the distance between structures that have no reported intercon- 
nection. The analysis results in a nonarbitrary topological struc- 
ture that represents the organization of a brain system in a spatial 
framework by placing areas with very similar patterns of con- 
nections close together, and areas with very different connection 
patterns far apart. In contrast to alternative representations of 
corticocortical connectivity (e.g., Table l), the topological dia- 
grams produced by NMDS can be relatively easy to understand, 
and may provide insights into the organization of a system that 
are not obvious intuitively. 

Both topological diagrams and hierarchical structures are 
mathematically tractable. In this article, we compare quantita- 
tively the results of optimization and hierarchical analyses. We 
also compare quantitatively what is known of the connectional 
organization of the cortex with the connections that would result 
if simple connection rules operated during the development of 
the cortical network. 

Materials and Methods 

Cortical parcellation. There is no universally agreed parcellation 
scheme for the cat cortex. The parcellation that we used was utilitarian: 
we endeavored to take account of good connection data for the con- 
nections between the greatest number of cortical areas. Where possible, 
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we included areas commonly found in the nemophysiological and neu- 
roanatomical literature (see Appendix). We expect the parcellation 
scheme to evolve and improve as more information becomes available. 
Our cortical map was based principally on the parcellation presented 
by Cavada and Reinoso-Suarez (1985). It was supplemented by maps 
for the auditory system taken from Imig and Reale (1980) for areas 4, 
5, and 6 from Avendano and Rausell (1988) for the parahippocampal 
regions from Room and Groenewegen (1986a,b) and Krettek and Price 
(1977a,b), and for the visual system from Symmonds and Rosenquist 
(1984a), Rosenquist (1985), and Tusa et al. (1979). 

It was sometimes necessary to compromise between high-resolution 
cytoarchitectonic parcellations, such as the division of area 6 into 6acr, 
6aB, and 6if (see Avendano and Rausell, 1988), and the need to find 
sufficient connections described in the literature that could be fitted into 
the parcellation scheme. Most connectional studies, for example, have 
not distinguished between these cytoarchitectonic divisions of area 6. 
For this reason, we parcelled this region into medial and lateral parts 
rather than into strict cytoarchitectonic regions. 

Areas in this scheme are not necessarily discrete physiological enti- 
ties. For example, Sherk (1986) and Grant and Shipp (1991) consider 
that PMLS and at least parts of VLS and AMLS belong to a single 
field, the Clare-Bishop area (Clare and Bishop, 1954; Hubel and Wiesel, 
1969), while Symmonds and Rosenquist (1984a) and Palmer et al. 
(1978) consider them distinct areas. Analysis, however, can itself inform 
this issue, since areas that have the same pattern of connections and, 
therefore, probably constitute a single functional field, will occupy iden- 
tical positions in diagrams derived by NMDS. 

Just as some of the areas in our parcellation scheme may not be 
discrete physiological areas, others may contain more than one physi- 
ological area and cannot be regarded as a homogenous whole. For ex- 
ample, the medial part of area 6, 6m, contains a number of cytoarchi- 
tectonic regions and physiological areas (Nakai et al., 1986; Avendano 
and Rausell, 1988). Some other cortical areas are known to have sub- 
compartments with different patterns of connections (e.g., Zeki and 
Shipp, 1991). We did not resolve the connections of these subcompart- 
ments here because there is insufficiently detailed information available 
about their connectivity, but there is no reason why they could not be 
included when more data become available We regard our cortical 
parcellation scheme as a “working model,” and expect it to change as 
knowledge of the identity and location of cortical areas improves. 

Collation of connection data. We produced a database of cortico- 
cortical connections from information in the following anatomical stud- 
ies, Alloway and Burton (1985), Avendano and Rausell (1988), Battag- 
lini et al. (1980). Babb et al. (1984), Berson and Graybiel (1981), 
Blakemore and Zumbroich (1987). Bowman and Olson (1988), Brugge 
and Reale (1984), Burton and Kopf (1984), Burton et al. (1982), Cavada 
(1984), Cavada et al. (1983), Cavada and Reinoso-Suarez (1981, 1983, 
1985), Clarey and Irvine (1986, 1990a,b), Dykes (1978), Dykes and 
Ruest (1986). Dvkes et al. (1980). Ferrer et al. (1988). Gilbert and Kellv 
(1975): Grant and Shipp (1991); Grant et al: (1984), Graziosi et ai. 
(1982). Guildin and Markowitsch (1984), Guildin et al. (1986), Heath 
and Jones (1971), Irle and Markowitsch (1982), Imig and Reale (1980), 
Ino et al. (1990), Jones and Powell (1968, 1973), Kawamura (1973a- 
c), Kawamura and Naito (1980), Krettek and Price (1977a,b), Kuchiiwa 
et al. (1985), Llamas et al. (1985), Macchi et al. (1978), Maciewicz 
(1974), McNair and Avendano (1980), Micelli et al. (1985), Minciac- 
chetti et al. (1987), Morel and Imig (1987), Mori et al. (1989), Mucke 
et al. (1982), Musil and Olson (1986, 1988a,b), Nakai et al. (1986), 
Norita et al. (1986), Olson and Edelstein (1984), Olson and Graybiel 
(1987). Olson and Jeffers (1987). Olson and Lawler (1987). Paula-Bar- 
bossa’et al. (1975), PereziBas et al. (1985), Porter (1991): Porter and 
Sakamoto (1988), Price and Blakemore (1985), Price (1985), Price and 
Zumbroich (1989), Reinoso-Suarez (1984), Reinoso-Suarez and Roda 
(1985). Rosenquist (1985), Rouiller et al. (1990, 1991), Room and Gro- 
enewegen (1986a,b), Room et al. (1985), Russchen (1982), Sherk 
(1986), Shipp and Grant (1991), Squatrito et al. (1981a-c), Symonds 
and Rosenquist (1984a,b), Updike (1982, 1986), Van Groen and Lopes 
da Silva (1986), Van Groen et al. (1986), Van Groen and Wyss (1988), 
Vedovato (1978), Waters et al. (1982), Winguth and Winer (1989), Wit- 
ter and Groenewegen (1984, 1986a), Witteret al. (1986), Yamaguchi et 
al. (1982). Yumiva and Ghez (1984). Zarzeki et al. (1978). 

The full database, on which‘the analyses presented here’are based, is 
available in ASCII format by anonymous FIP (ftp crick. 
physiology.ox.ac.uk; user name = anonymous; password = your email 
address; directory = pub; filename = catconn.txt). 

We used five criteria to assign connections to our database, as fol- 
lows. 

(1) Only data from the cat were used. No extrapolations were made 
from structures thought to be homologous in other animals. 

(2) Evidence for connections was taken either from text or figures 
when it could be fitted unequivocally to our cortical map. 

(3) We gave priority in assigning connection strengths to data from 
higher resolution studies. For example, Avendano and Rausell (1988) 
report afferent connections to seven subdivisions of area 5. Most reports 
of the efferent projections of area 5 do not have this level of resolution. 
If, for example, an area was known to project only to 5bl but reported, 
in another study, to receive projections from “area 5,” then it was 
assumed that these originated from 5bl. 

(4) We assumed the least necessary number of connections. If  one 
study identified a connection at low spatial resolution (that is, it could 
not be assigned uniquely to one of our areas) and other studies identified 
the connection at a higher resolution, the connection would only be 
assigned to the areas with which it was described at higher resolution. 
For example, Cavada and Reinoso-Suarez (1983) considered the con- 
nections of area 20 as a whole, while Symmonds and Rosenquist 
(1984a,b) divide area 20 into 20a and 20b. If  a connection demonstrated 
for area 20 in one study had also been demonstrated for 20a but not 
for 20b in another, then that connection was assumed to be with area 
20a only. 

(5) Where a connection could not be assigned unambiguously to one 
of our areas, for example a connection to the “perirhinal area,” it was 
assigned to those areas in our map that fell within the area stated in the 
original reference. A connection to the “perirhinal area” would be as- 
signed to both areas 35 and 36 if no other evidence were available. 

We recorded (1) the presence or absence of a connection, (2) its 
strength or density, and where information was available, (3) the lam- 
inar origin and termination of a connection. Connections that were re- 
ported as dense or strong were given a strength weighting of 3; weak 
or sparse connections were weighted as 1; and connections of inter- 
mediate strength, or for which no strength information was available, 
were weighted as 2. We assumed that descriptions of the density of 
projections as strong, moderate, or weak made in different studies were 
equivalent, that is, that possible differences in the amounts of tracer or 
different methods of visualization did not substantially alter the classi- 
fication of the strengths of connections. No distinction was made be- 
tween connections that have been actively looked for and reported ab- 
sent, and connections that have simply not been reported. The apparent 
absence of a connection is a finding of no effect, and rather than as- 
suming that some findings of no effect are more important than others, 
we treated all unreported connections equally and gave them a weight 
of 0. A quantitative treatment of this issue can be found in Young 
(1992a), in which different coding strategies for unreported connections 
were compared and found to yield very similar results. 

There are practical difficulties in collating data from a large number 
of neuroanatomical tracing studies, particularly as different studies do 
not always produce congruent results. We advise that the original 
sources should be consulted before uncritically accepting any specific 
connection presented in this article. 

Optimization methods. The connection matrices were analyzed with 
an optimization method, nonmetric multidimensional scaling (NMDS) 
(Shepard, 1962; Takane et al., 1977; Young et al., 1978; Young, 1987; 
Young and Harris, 1990), which has been applied to the corticocortical 
connections of the monkey (Young, 1992a-c, 1993) and of the cat 
(Scannell et al., 1992; Scannell and Young, 1993). 

The analysis works in the following way. Imagine that we have a 
disordered collection of boxes, some of which are connected by pieces 
of elastic. One way to uncover the connectional organization of the 
boxes is to rearrange the boxes according to two rules. First, all the 
pieces of elastic should be as short as possible, and second, unconnected 
boxes should be as far apart as possible. If  the boxes are connected in 
a simple linear order (i.e., a hierarchy), then they will come to lie in a 
line. If  the connections between the boxes are more complex, because 
boxes are sometimes connected to more than just their neighbors in the 
line, but there is still a broadly hierarchical connection pattern, then the 
boxes will still be stretched out by these two rules into a line, but the 
line will be curved. The curvature comes about because boxes “early” 
in the line will be closer to boxes “late” in the line than if the boxes 
formed a simple serial hierarchy. It is of note that systems that exhibit 
straight or curved lines when analyzed by these rules can be hierarchical 
on purely topological grounds; that is, the analysis can reveal hierar- 
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chical structure without any consideration of laminar termination pat- 
terns. 

These rules, that the distance between connected structures should 
be minimized and at the same time the distance between unconnected 
structures maximized, can respect almost any connection pattern be- 
tween a set of elements. They do this by placing those elements that 
have a similar connection pattern close together and those with a dif- 
ferent pattern of connections far apart. This is important because con- 
nection patterns in real brains may not, of course, form hierarchies. 
If  the boxes are connected in some heterarchy, for example, then the 
application of these constraints will arrange them into a configuration 
that respects their pattern of connections, by placing connectionally 
associated elements together. Young (1993) demonstrated an example 
of such nonhierarchical structures present in a network: an analysis 
of connections between almost all cortical areas of the monkey 
showed four distinct clusters of areas that corresponded to the visual, 
auditory, somatosensory-motor systems, and a “frontolimbic” com- 
plex. 

If  the arrangement of boxes by these rules were restricted to a two- 
dimensional plane, some connections might be between boxes that 
were constrained by many other connections to be far apart. Such 
poorly fitted connections would be better accounted for if the arrange- 
ment of the elements took place in three dimensions. Addition of a 
fourth dimension would account even better for the connection pat- 
tern. Indeed, if there were sufficient dimensions in which to distribute 
the elements, all connections could be well reflected in the arrange- 
ment of the elements: all connected structures would be very close 
and all unconnected elements would be very far apart. The entries in 
a connection matrix are, thus, measures of the proximity of each pair 
of elements in such a high-dimensional space. In fact, the connection 
matrix and the distribution of the elements in a multivariate space can 
be computed from one another: they are interchangeable descriptions. 
The problem of representing the topological organization of the ele- 
ments in an understandable way is, hence, just the problem of dimen- 
sional reduction: that of mapping from a high-dimensional arrange- 
ment to an understandable low-dimensional arrangement that captures 
as much of the variability as possible. NMDS, a powerful statistical 
tool, performs exactly this operation (Shepard, 1962; Takane et al., 
1977; Young et al., 1978; Young, 1987; Young and Harris, 1990). 

A diagram representing a structure that best fits the connectional to- 
pology of almost any neural system, in a small number of dimensions, 
can be computed by NMDS. In such a structure, the positions of areas 
are specified by being ones that minimize the distance between con- 
nected areas and at the same time maximize the distance between areas 
that are not connected. The analysis, thus, represents in a spatial frame- 
work the organizational structure of the network of corticocortical con- 
nections between the analyzed brain regions. 

Structures were derived by submitting a connection matrix to NMDS, 
using the widely available ALSCAL program in the SPSSX statistical 
package (Young and Harris, 1990). Solutions with the level of mea- 
surement specified as nominal and ordinal were derived, to assess 
whether the data needed to be conditioned by a least-squares categorical 
transformation before analysis. In no case were there perceptible dif- 
ferences between them, and ordinal solutions are the ones reported. We 
took the primary approach to ties because analysis of sparse, low-level 
test data showed this approach to recover data structure more reliably. 
To avoid the problem of the optimization procedure becoming stalled 
in local minima, both shuffled and symmetrical versions of the input 
matrix were used to produce ordinal solutions in one to six dimensions. 
The solutions of the shuffled and symmetrical matrices were compared 
using Procrustes rotation (see below), and in the rare cases of percep- 
tible differences between them, lower variance-explained solutions were 
discarded. Solutions with different dimensionality were compared. 
These comparisons showed that solutions in numbers of dimensions 
greater than 2 typically did not show large increases in the amount of 
variability explained. We examined structures derived by specifying an 
ordinal level of measurement in two and three dimensions. In no case 
did the 3D solutions vary with shuffling of the input matrix. The 3D 
solutions were visualized using computer graphics, and were consistent 
with all aspects of the two-dimensional solutions reported here and else- 
where (e.g., Scannell and Young, 1993). 

The resulting topological diagrams are optimal 2D representations of 
the pattern of connections, in that the proximities of the points repre- 
senting cortical areas are optimally close to the rank order of the prox- 
imities (i.e., connection strengths) in the connection matrix. The con- 

figuration is the optimal 2D arrangement in which strong connections 
are shorter than intermediate connections, which are shorter than weak 
connections, which are, in turn, shorter than nonconnections. The to- 
pological analyses here included no information about the connectivity 
of the cortical areas with subcortical structures, nor about corticocortical 
connections with the contralateral cerebral hemisphere. Nonetheless, 
this type of analysis can be extended to encompass these additional 
data. 

Quantitative comparisons-Procrustes rotation and approximate 
randomization. We used a regression-like procedure, Procrustes rotation 
(Schonemann and Carroll, 1970; Gower, 1971), which is implemented 
in the widely available GENSTAT statistical programming language, to 
make quantitative comparisons between structures. Procrustes rotation 
can compare structures in any number of dimensions, by reflecting, 
rotating, and scaling them to produce an optimal fit. After finding the 
optimal transformation that maps one structure onto another, the pro- 
cedure yields a variance-explained statistic that reflects the goodness- 
of-fit between the two models. The statistical rarity of each comparison 
was evaluated by an approximate randomization test (Edgington, 1980). 
This test repeated the Procrustes rotation with one of the structures 
shuffled randomly on each of 600 iterations. The number of times that 
the variance-explained statistic was exceeded during these random it- 
erations was divided by the number of iterations to give a probability 
statistic that a correspondence as good as the particular comparison 
could have come about by chance (Edgington, 1980). Each variance- 
explained statistic (r2) value can be converted into a correlation coef- 
ficient by calculating its square root. 

Hierarchical analysis. Rockland and Pandya (1979), Maunsell and 
Van Essen (1983), and Felleman and Van Essen (199 1) have developed 
a method for defining the hierarchical arrangement of a set of cortical 
areas based on the laminar origins and terminations of the connections 
linking them. In a recent review of the macaque visual system, Felleman 
and Van Essen (1991) gave criteria by which corticocortical connections 
can be classified as ascending, descending, and lateral. Ascending pro- 
jections originate in the supragranular or supragranular and infragran- 
ular layers and terminate predominantly in layer 4. Lateral projections 
originate in a bilaminar pattern from both the supra- and infragranular 
layers and terminate throughout the thickness of the cortex, often in a 
columnar pattern. Descending projections originate bilaminarly or in the 
infragranular layers and terminate in the superficial supragranular and/ 
or deep infragranular layers. 

Models of the hierarchical organization of the cat visual system were 
computed from data in our connectional database and taken from Fel- 
leman and Van Essen (1991). A model of the hierarchical organization 
of the cat auditory system was taken from Rouiller et al. (1991). Pro- 
crustes rotation was used to compare the hierarchies with topological 
structures including the corresponding areas. 

Simple connection models. We used our map of the areas of the cat 
cortex (Fig. 1) to produce matrices of the corticocortical connections 
that would occur if two simple neighborhood-connection rules con- 
trolled the development of cortical connections. The first matrix, the 
nearest-neighbor model, was derived by scoring hypothetical connec- 
tions between areas that share a common border as 1 and all other 
possible connections as 0. A second matrix, the nearest-neighbor-or- 
next-door-but-one model, was derived by assuming that neighboring 
areas have strong connections (a weight of 3), that areas with more than 
one nearest neighbor in common have moderate connections (a weight 
of 2), and that areas sharing one nearest neighbor have weak connec- 
tions (a weight of 1). 

The simple connection model matrices were analyzed in two ways. 
In the first type of analysis, we directly compared the connections 
revealed by the literature survey with those predicted by simple con- 
nection rules. To visualize the comparison, matrices were produced 
that illustrated the real anatomical connectivity of the cortex (e.g., 
Figs. 4, 5). Experimentally identified connections accounted for by 
the simple models (called hits) were colored gray, while connections 
for which the models did not account (misses) were black. We also 
produced matrices to illustrate the connections predicted by the simple 
connection models (Figs. 6, 7). Model connections that coincided with 
connections reported in the real brain (hits) were drawn in gray, and 
model connections that are not present, or have not been demonstrated 
in the real brain (misses), were black. These comparisons did not 
distinguish the strength of the connections. In the second type of anal- 
ysis, NMDS was applied to the model matrices to derive configura- 
tions analogous to the topological structures derived from real con- 
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Medial 

Lateral 

Figure 1. Parcellation of the cat cor- 
tex. All the areas shown on the map 
were included in the collation and anal- 
ysis, with the exception of TCA (cor- 
ticoamygdaloid transition area), PPC 
(prepiriform cortex), and OB (olfactory 
bulb). The hippocampus and subiculum 
are not shown. The parcellation was 
based on Krettek and Price (1977a,b), 
Tusa et al. (1979), Imig and Reale 
(1984), Reinoso-Suarez (1984), Sym- 
monds and Rosenquist (1984a), Cavada 
et al. (1985), Rosenquist (1985), and 
Avendano and Raussell (1988). Details 
of the areas and their relation to other 
parcellation schemes are given in the 
Appendix. 

nectional data. The model and the real configurations were then 
compared using Procrustes rotation. 

We report the results of these analyses for subsets of cortical areas. 
For this purpose, the areas were divided into the visual system (17, 18, 
19, PMLS, PLLS, AMLS, ALLS, VLS, DLS, 21a, 21 b, 20a, 20b, ALG, 
7, AES, SVA, PS, EPp, POA, CGa, CGp, 35, 36, ER, Hipp, Amyg), 
the auditory system (AI, AAE P, VP, AII, DP, V, SSE EPp, Tern; CGa, 
CGp, RS, 35, 36, ER, Hipp, Amyg), the somatomotor system (3a, 3b, 
1, 2, SK SIV, 4g, 4, 61, 6m, 5am, 5a1, 5bm, 5b1, 5m, SSAi, SSAo, LA, 
CGa, CGp, Ia, Ig, 35, 36, ER, Hipp, Amyg), the frontolimbic complex 
(61, 6m, PFCr, PFCdm, PFCdl, PFCv, IA, IG, CGa, CGp, LA, RS, PL, 
IL, 35, 36, PSb, Sb, ER, Hipp, Amyg), and the neocortical sensory 
systems (17, 18, 19, PMLS, PLLS, AMLS, ALLS, VLS, DLS, 21a, 
21 b, 20a, 20b, ALG, 7, AES, SVA, PS, AI, AAE P, VP, AII, DP, V, 
SSE EPp, Tern, 3a, 3b, 1, 2, SII, SIV, 4g, 4, 61, 6m, POA, 5am, 5a1, 
5bm, 5b1, 5m, SSAi, SSAo). 

Results 
Cortical parcellation 
Our parcellation map is shown in Figure 1, and details of the 
areas, such as their physiological characteristics and references 
to alternative parcellations, are given in the Appendix. This par- 
cellation of the cortex subsumed 65 areas and included divisions 
of the prefrontal cortex, limbic structures, and the visual, audi- 
tory, and somatosensory-motor cortex. 

Cortical connections 

Our survey of the neuroanatomical literature indicated 1139 re- 
ported corticocortical connections. The full connectional data- 
base, including data on connection density, laminar origin and 
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Table 1. Matrix of corticocortical connections in the cat 

AFFERENT b 

CO1 mections -7 wekgmeu 3 arc srrong, oense connecnons, rnose we~gnrea L are mrermea~are, connecr~ons welgnrea 1 are weaK or sparse, ana connectmns welghted 
0 have been explicitly reported as absent or are unreported. No information about the spatial position of the areas in the brain, the laminar patterns or the continuity 
or patchiness of connections is represented in the matrix. The connections listed along the horizontal axis are afferent, and those along the vertical axis are efferent. 

termination patterns, and references to the appropriate anatom- 
ical studies is available by anonymous FTP (ftp crick. 
physiology.oxford.ac.uk; user name = anonymous; password = 
your email address; directory = pub; filename = catconn.txt). 

Table 1 shows the matrix, derived from our connectional da- 
tabase, which formed the basis of the input into the NMDS 
analyses. 

Visual hierarchy 
We used the laminar origin and termination data yielded by our 
literature survey to classify connections as ascending, descend- 

ing, or lateral, and then used these directional constraints to ar- 
range the areas in a hierarchy (see Fig. 2). There were sufficient 
data available to include 22 areas, 17 of which are classically 
visual and 5 of which are limbic structures: CGa, CGp, areas 
35, 36, and ER. The analysis suggests (see Fig. 2) that the visual 
areas occupy approximately 11 hierarchical levels, with 17 and 
18 at the lowest levels, and 20b, AES, and 7 at the highest levels. 
Above the highest distinctively visual areas are CGa, 36, 35, 
and ER. 

The areas included in the hierarchical analysis were linked by 
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Figure 2. Hierarchical structure of cat visual system. The criteria of 
Felleman and Van Essen (1991) were applied to the laminar origin and 
termination data yielded by our literature survey. Connections were 
classified as ascending, descending, or lateral, and these classifications 
were used to order the areas in a unidimensional hierarchy. The figure 
shows 224 connections, of which 168 are reciprocal, between 22 cor- 
tical areas occupying 14 levels. Forty-two connections could be clas- 
sified as descending, 20 connections as ascending, and 1 connection as 
lateral. A further 21 connections were possibly descending, 42 possibly 
ascending, and 6 possibly lateral. The remaining 91 connections could 
not be classified or had no data on origin or termination patterns. Fifteen 
of the classified connections could not be fitted by ordering the areas 
in a unidimensional hierarchy. 

224 connections, of which 168 were reciprocal. Forty-two con- 
nections could be classified as descending, 20 connections as 
ascending, and 1 connection as lateral. A further 21 connections 
were possibly descending, 42 possibly ascending, and 6 possibly 
lateral. The remaining 91 connections could not be classified or 
had no data on origin or termination patterns. Fifteen of the 
classified connections could not be fitted by ordering the areas 
in a unidimensional hierarchy. Much of the laminar origin and 
termination data is ambiguous, partial, or, in some cases, not 
classified by the Felleman and Van Essen (1991) criteria. The 
structure is, therefore, based on only about 63 connections that 
have reasonably clear and unambiguous laminar patterns. 

In 15 connections, however, the origin and termination pat- 
terns are not consistent with the hierarchical arrangement. For 
example, reciprocal projections that are ascending in both direc- 
tions according to the Felleman and Van Essen (1991) rules 
seem to exist between 17 and 18, 17 and PLLS, and 20a and 
PLLS. Reciprocal descending projections occur between PLLS 
and PMLS, and PMLS and 21a. AMLS appears to receive a 
lateral projection from PMLS. Area 20a receives ascending pro- 
jections from AES. 

Comparison of visual hierarchy with topology 

The hierarchy derived from our connectional database and a hi- 
erarchy of the cat visual system from Felleman and Van Essen 
(1991) were compared with their corresponding topological 
structures using Procrustes rotation. 

The hierarchical model presented in Figure 2 accounted for 
29% of the variability of, and was statistically significantly re- 
lated to, the corresponding topological structure (r* = 0.29, p < 
0.0016). Figure 3 shows the correspondence between the posi- 
tions taken by areas in the topological and hierarchical structures 
when rotated by Procrustes into their best correspondence. Sev- 
eral areas show a high degree of disparity between the two anal- 
yses: PS and SVA are hierarchically lower, while AMLS is hi- 
erarchically higher than their topological positions suggest. 

The hierarchy of Felleman and Van Essen (1991) accounted 
for 1% of the variance of its corresponding topological structure, 
and the relation between the two models was not significant. 

Auditory hierarchy 

A hierarchical model of the cat auditory system has been de- 
scribed by Rouiller et al. (1991). We used Procrustes rotation to 
compare this hierarchy with the corresponding topological struc- 
ture (Fig. 4). In Figure 4, the topological and hierarchical po- 
sitions of each area are shown linked, and it can be seen that 
the two analyses place the areas in a very similar order. Quan- 
titatively, the hierarchical model accounted for 41% of the vari- 
ability of the topological model (r* = 0.41), and the two struc- 
tures were significantly related (p < 0.0016). 

Other cortical systems 

We found insufficient data on the laminar origin and termination 
patterns to attempt hierarchical analysis of the relation between 
somatosensory-motor areas. 

Where data were available for connections between frontolim- 
bit areas, it was apparent that the laminar origins and termina- 
tions did not generally conform to the criteria for ascending, 
descending, or lateral patterns. Therefore, we could not apply 
the rules of hierarchical analysis to the network of connections 
between these structures. 
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Figure 3. The comparison between the topological and hierarchical structures of the cat visual system. The central horizontal “line” of cortical 
areas (in large type) shows the hierarchical organization of the cat visual system (Fig. 2). The topology (in small type) was computed from the 
connection data in Table 1. The hierarchy includes 224 connections, between 22 cortical areas that occupy 10 levels. Lines are drawn, linking the 
topological and hierarchical positions of each area. The lines that cross a large number of other lines link areas with a large divergence between 
their topological and hierarchical positions. The hierarchical model accounts for 29% of the variability of the topological model (r2 = 0.29), and 
the two structures are significantly related (p < 0.0016). 

Comparisons between simple connection models and 
experimentally demonstrated connections 

Visual system. The nearest-neighbor matrix accounted for 26.1% 
of the real connections found between the visual areas of the cat 
(Fig. 5, Table 2). Nearest-neighbor connectivity would evidently 
produce too few connections to give a good account of real 
cortical connectivity. However, 79.3% of the connections that 
are predicted by the nearest-neighbor connection rule have been 
demonstrated in anatomical studies (Fig. 6, Table 2). 

Predicted connections between nearest-neighbors that have 
not been demonstrated experimentally include connections be- 
tween area 17 and SVA, 17 and CGp, afferent connections to 
SVA from the cingulate cortex, projections from VLS to 21a 
and 21 b, a projection from 21 a to VLS, and a projection from 
20b to ER. The absence of reports of connections that are pre- 
dicted by neighborhood wiring models may be due to incomplete 
collation of data, incomplete neuroanatomical studies, or genu- 
ine absence of the projection. As 79.3% of nearest-neighbor con- 
nections have been found experimentally, true absence of con- 

nections between neighboring areas may show a discontinuity 
in the general pattern of cortical connections. One group of miss- 
ing connections and, therefore a possible discontinuity, exists 
between the early sensory areas (17, 18, and primary somato- 
sensory cortex), and the dorsal limbic structures (CGA, CGp, 
RS, and LA). This is considered in more detail later. 

The nearest-neighbor-or-next-door-but-one matrix accounted 
for 56.6% of the connections so far reported between areas of 
the cat visual system (Fig. 7, Table 2), and 61.1% of the con- 
nections predicted by the model have been demonstrated in an- 
atomical studies (Fig. 8, Table 2). 

Anatomical connections not predicted by nearest-neighbor-or- 
next-door-but-one connectivity include connections of 17 and 18 
with the lateral suprasylvian areas, most of the visual connec- 
tions of AES, the connections between 17 and 21a, 21b, and 
20a, and projections from areas 35 and 36 to the lateral supra- 
sylvian visual areas. Therefore, there are certain long-range con- 
nections, over and above those connections accounted for by 
local connections, linking areas in the visual system, particularly 
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Figure 4. The comparison between the topological and hierarchical structures of the cat auditory system. The central horizontal “line” of cortical 
areas (in large type) shows the hierarchical organization of the cat auditory system and was taken from Rouiller et al. (1991). The topology (in 
small tvpe) was computed from the connection data in Table 1. The hierarchy includes 44 connections, between 9 cortical areas that occupy 5 
levels. Lines are drawn, linking the topological and hierarchical positions of each area. The lines that cross a large number of other lines link areas 
with a large divergence between their topological and hierarchical positions. The hierarchical model accounts for 41% of the variability of the 
topological model (9 = 0.41) and the two structures are significantly related 0, < 0.0016). 

17 and 18 with the lateral suprasylvian areas, and the lateral 
suprasylvian areas with AES. 

Connections that are predicted by nearest-neighbor-or-next- 
door-but-one connectivity, but which have not, so far, been dem- 
onstrated in anatomical studies include connections between 17, 
18, and 19 and elements of the frontolimbic complex, between 
the cingulate cortex and the parahippocampal regions, and a 
number of afferent projections to SVA and PS. 

Auditory system. The nearest-neighbor matrix accounts for 
27.9% of the connections of the auditory system (Fig. 5, Table 
2), and 70.6% of the connections predicted by the model have 
been found in anatomical studies. Connections that are predicted 
by nearest-neighbor connectivity, but which have not been re- 
ported, include connections from DP and SSF to AI, projections 
from AII, P and VP to field V, projections from AI, AAF and 
DP to SSF, and projections from Tern to the insular cortex, EPp, 
and V (Fig. 6, Table 2). 

The nearest-neighbor-or-next-door-but-one model accounts for 
61.6% of the connections (Fig. 7, Table 2) so far described in the 
auditory cortex. Of the connections predicted by the model, 
64.6% have been reported (Fig. 8, Table 2). Anatomical connec- 
tions not accounted for by nearest-neighbor-or-next-door-but-one 
connectivity include those from AI and AI1 to 35 and 36; those 
from DP and P to cingulate cortex, retrosplenial cortex, and area 
35; projections to AAF from VP and V, and the connections be- 

tween CGa and CGp, and SSF EPp (Fig. 7, Table 2). Figure 8 
shows that many connections predicted by nearest-neighbor-or- 
next-door-but-one connectivity have not been reported in the an- 
atomical literature. For example, DP, V, SSF Tern, Ia, and Ig lack 
a number of nearest-neighbor-or-next-door-but-one connections. 

Somatosensory-motor system. Nearest-neighbor connectivity 
accounted for 18.2% of the connections so far described in the 
somatosensory-motor system (Fig. 5, Table 2) and 75.6% of the 
connections predicted by the model have been demonstrated in 
anatomical studies (Fig. 6, Table 2). Connections predicted by 
the model that have not been described include projections from 
5a1, 5am, 5m, SSAo, and SSAi to divisions of the primary so- 
matosensory cortex, and connections between the anterior cin- 
gulate cortex and 3a and 3b (Fig. 6). 

Nearest-neighbor-or-next-door-but-one connectivity account- 
ed for 44.4% of the anatomical connections reported in the so- 
matosensory-motor system (Fig. 7, Table 2)-a lower figure than 
for the other sensory systems. Of the connections predicted by 
the model, 65.9% correspond to anatomically identified connec- 
tions (Fig. 8, Table 2). Figure 7 shows that nearest-neighbor-or- 
next-door-but-one connectivity failed to account for a large num- 
ber of connections between 4,4g, 61 and 6m, and area 5 (which 
span 3a, 3b, 1 and 2); projections from areas 35 and 36 to the 
primary somatosensory areas; and projections from the amyg- 
dala to SII, SIV, 4g, 4, and 61. 
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I?gzo~e 5. Corticocortical connections compared with the “nearest-neighbor” model. All squares represent real connections (Table 1). Gray squares 
represent real connections that are accounted for by the “nearest-neighbor” model, while black squares represent real connections that are not 
accounted for by the model. The figure shows 1139 connections, of which 20.1% are predicted by “nearest-neighbor” wiring. 

Connections predicted by nearest-neighbor-or-next-door-but- 
one that have not been demonstrated in tracing studies, include 
a large number of connections between the primary somatosen- 
sory cortex and limbic areas, and efferent projections from sev- 
eral divisions of area 5, 61, and 6m, to the primary somatosen- 
sory areas. The lack of reports on the existence of these 
connections may reflect connectional discontinuities at the bor- 
ders of functionally dissimilar groups of cortical areas. 

Frontolimbic structures. Nearest-neighbor connectivity ac- 
counted for 20.2% of the anatomical connections (Fig. 5, Table 
2), and 81.8% of the connections predicted by the model have 
been found experimentally (Fig. 6, Table 2). Connections pre- 
dicted by nearest-neighbor connectivity that have not been dem- 
onstrated anatomically include projections from the rostra1 and 
dorsolateral divisions of the prefrontal cortex to area 61; con- 

nections between the granular and agranular insular; and projec- 
tions from PSb to RS and Sb (Fig. 6). 

Nearest-neighbor-or-next-door-but-one connectivity accounted 
for 50.2% of the known connections of the frontolimbic system 
(Fig. 7, Table 2), and 77.9% of the connections predicted by the 
model have been found in anatomical studies (Fig. 8, Table 2). 
From Figure 7 it is apparent that the connections of the amygdala, 
CGa, CGp, 35, 36, ER, PSb, and Sb are more widespread than 
predicted by nearest-neighbor-or-next-door-but-one connectivity. 
Relatively few connections predicted by nearest-neighbor-or-next- 
door-but-one connectivity have not been reported (Fig. 8). They 
include, however, efferent projections from the prefrontal cortex 
to 61 and 6m; and a number of missing projections to 61. 

Global cortical system. The nearest-neighbor model account- 
ed for 20.1% of all the connections so far demonstrated between 
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Table 2. Quantitative comparisons between border relation 
models and connectional topology 

areas also suggest the presence of a fascicle, which may be related 
to the eye field contained within 6m (Guitton et al., 1978). 

Figure 8 shows, in black, the connections predicted by the 
nearest-neighbor-or-next-door-but-one model that have not been 
demonstrated experimentally. These missing connections may be 
a guide to regions of cortex that remain more connectionally 
isolated than would be expected. For example, there is a major 
group of absent connections to the visual areas of the lateral 
suprasylvian sulcus (PMLS, PLLS, AMLS, ALL& DLS,VLS) 
from the auditory areas, SSF, and EPp. The areas of the dorsal 
limbic cortex (CGa, GCp, LA, and RS) are less connected with 
the early visual, and primary somatosensory areas than local 
connection rules would suggest. 

Comparison between simple connection rules and 
experimentally demonstrated connectional topology 
Visual system. We used Procrustes rotation to make quantitative 
comparisons between the topological map of the visual system 
and maps derived from nearest-neighbor and nearest-neighbor- 
or-next-door-but-one connections. The topological structure de- 
rived by NMDS from the nearest-neighbor connectivity matrix 
explained 17% of the variance of the topological structure de- 
rived from the experimental connectional data. This value, al- 
though low, was statistically significant (see Table 2). The 
topological structure derived from nearest-neighbor-or-next- 
door-but-one connectivity accounted for 24% of the variance of 
the topology of the visual system, and, again, this value was 
statistically significant. Although significantly related to the pat- 
tern of connectivity, simple neighborhood connectivity is a poor 
predictor of the pattern of connections within the visual system. 

Auditory system. In contrast to the visual system, the topology 
of the auditory system was very well accounted for by the neigh- 
borhood wiring models. The nearest-neighbor connection rule 
explains 73%, and the nearest-neighbor-or-next-door-but-one 
model 68%, of the variance of the topological structure derived 
from the real connectivity data (Table 2, Fig. 9). 

Somatosensory-motor system. The nearest-neighbor and near- 
est-neighbor-or-next-door-but-one models explain, respectively, 
13% and 16% of the variance of the topological structure de- 
rived from the connection data. Only the second of these values, 
for the nearest-neighbor-or-next-door-but-one, is statistically sig- 
nificant (Table 2). The bad fit between the model and the real 
connectivity arises, in part, because the topologically lowest ar- 
eas (3a, 3b, 1, and 2) form an island of cortex separating the 
motor and premotor cortex from their topological neighbors: 
area 5, SII, and SIV. The large number of connections that span 
the primary somatosensory cortex, linking the higher somato- 
sensory areas with the motor and premotor areas, are not ac- 
counted for by the neighborhood wiring models. 

Frontolimbic system. The topological structures derived from 
the analyses of the nearest-neighbor and nearest-neighbor-or- 
next-door-but-one models predicted, respectively, 26% and 29% 
of the variance of the solution derived from the connection data, 
and both comparisons were statistically significant (Table 2). 

Global cortical system. The nearest-neighbor and nearest- 
neighbor-or-next-door-but-one models explained, respectively, 
35 % and 3 1% of the variance in the topological structure derived 
from the global connection matrix. Both these values were sta- 
tistically significant (Table 2). 

Neocortical sensory systems. Comparisons of the neighbor- 
hood wiring matrices with the real connectional matrices (Figs. 
5-8) showed that the simple neighborhood wiring models were 
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The table summarizes the results of the quantitative comparisons made between 
the topology of the visual, auditory, somatosensory-motor, and frontolimbic 
systems, and the entire cortex (global), with the border relation models. The 
“Neocortical sensory areas” include all cortical areas except those in the fron- 
tolimbic system (61, 6m, PFCr, PFCdl, PFCdm, PFCv, LA, RS, PL, IL, 35, 36, 
ER, CGa, CGp, Sb, PSb, Hipp, and Amyg). “% Real Connections Predicted” 
shows the percentage of anatomically demonstrated connections that are pre- 
dicted by the border relation model. The “% Model Connections Covered” 
shows the percentage of the models’ connections that overlap with real con- 
nections. 

* Comparisons that are statistically significant 0, < 0.0016) by Procrustes ro- 
tation in 2D. 

the 65 cortical areas of the cat (Fig. 5, Table 2), and 70.1% of 
all connections between nearest neighbors have been docu- 
mented (Fig. 6, Table 2). Nearest-neighbor connections that have 
not been demonstrated include connections between the anterior 
suprasylvian visual areas (ALLS and AMLS), and SSAi and 
SSAo; projections from 5m, SSAi, and SSAo to the primary 
motor areas; and some projections from the prefrontal cortex to 
61, 6m, and POA (Fig. 6). 

The nearest-neighbor-or-next-door-but-one model accounted 
for 47.8% of the known corticocortical connections (Fig. 7, Ta- 
ble 2), and 5 1% of all connections predicted by this model have 
been found experimentally (Fig. 8, Table 2). 

Figure 7 highlights fascicles of connections not predicted by 
nearest-neighbor-or-next-door-but-one connectivity. Both the af- 
ferent and efferent connections of AEZS with the visual areas, mo- 
tor, and premotor areas, area 5, POA, and frontolimbic structures 
are unusual from the perspective of neighborhood connectivity. 
The connections of the divisions of area 5 with SII, SIV, motor, 
and premotor areas are also poorly accounted for by the local 
connection rules, suggesting the presence of one or more fascicle. 
Connections, particularly efferent ones, of areas 35 and 36 are 
more widespread than would be predicted from the simple rules, 
as are the connections of the amygdala, particularly those outside 
the frontolimbic complex. Connections of 6m with the early visual 
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Figure 6. “Nearest-neighbor” model compared with corticocortical connections. GRZJ~ squares represent the connections predicted by the model 
that have corresponding anatomically identified connections. Black squares represent model predictions that have not been demonstrated experi- 
mentally. The figure shows 328 “nearest-neighbor” connections, of which 69.8% overlap with real connections. 

particularly poor in accounting for the connectivity of the lower 
sensory areas with the dorsal limbic structures such as the cin- 
gulate, retrosplenial, and anterior limbic cortex. Consequently, a 
better agreement would be expected between the topological so- 
lutions of the real and model connectivity matrices if the border 
between the neocortical sensory-motor systems and the fronto- 
limbic complex were excluded. We examined this idea by ex- 
cluding the frontolimbic complex from the analyses, including 
only 46 neocortical areas of the visual, auditory, and somato- 
sensory systems. 

The nearest-neighbor and nearest-neighbor-or-next-door-but- 
one models now explain 58% and 68% of the topology derived 
from the anatomical connections of these neocortical areas (Fig. 
10, Table 2). The models predict the gross division of the cortex 
into three clusters, corresponding to the visual, somatosensory- 

motor, and auditory systems, but are less successful at specifying 
the position of areas within each cluster. In the solution from 
nearest-neighbor-or-next-door-but-one connectivity, the clusters 
are less tight than in the solution of the real data, and the po- 
sitions of several areas are markedly wrong. Nearest-neighbor- 
or-next-door-but-one connectivity, for example, places AES, SII, 
and SIV, between the somatosensory and auditory systems (Fig. 
10). 

The fit of the neighborhood wiring models of the “neocorti- 
cal” group of areas with their corresponding connectional to- 
pology is better than the fit between the neighborhood wiring 
models and the global topology. We think that this may be due 
to different connection rules applying across the border between 
the neocortical sensory areas and the neighboring limbic cortex, 
particularly the dorsal limbic areas. 
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Figure 7. Corticocortical connections compared with the “nearest-neighbor-or-next-door-but-one” model. All squares represent real connections 
(Table 1). Gray squares represent real connections that are accounted for by the “nearest-neighbor-or-next-door-but-one” model, while black squares 
represent real connections that are not accounted for by the model. The figure shows 1139 connections, of which 47.8% are predicted by “nearest- 
neighbor-or-next-door-but-one” wiring, 

Discussion 
We have quantitatively analyzed neuroanatomical data on cat 
cortical connectivity. The results show, first, that hierarchies de- 
rived by considering laminar origin and termination data are 
statistically significantly related to the ordering of areas derived 
by optimization of the pattern of their area-to-area connectivity. 
This result would not be expected if either independent type of 
analysis were producing spurious orderings of the areas. The 
results, therefore, support the view that the central sensory sys- 
tems that have been analyzed by these means are hierarchically 
organized, and indicate aspects of the orderings of cortical sta- 
tions in the hierarchies. Second, the results show quantitatively 
that the overall pattern of cat corticocortical connectivity is well 
predicted by simple neighborhood wiring models, with the ex- 

ception of those areas that are separated by discontinuities in 
this connectivity pattern or are connected by long-distance fiber 
fascicles. 

Cortical parcellation and identity of cortical areas 

The analyses presented in this article depend upon a valid cor- 
tical parcellation scheme, so uncertainties in cortical parcellation 
present us with a number of problems. First, interareal connec- 
tions may be misassigned. Second, intrinsic intraareal connec- 
tions may be mistakenly included as interareal connections (for 
example, 3b, 1, and 2 may constitute a single “somatic konio- 
cortical area,” see Felleman et al., 1983). Third, errors in the 
parcellation could produce both under and over estimates of bor- 
der relation connections. We regard the scheme presented here 
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Figure 8. “Nearest-neighbor-or-next-door-but-one” model compared with cortical-cortical conirections. Grq syunres represent the connections 
predicted by the model that have corresponding anatomically identified connections (Table 1). Black squares represent model predictions that have 
not been demonstrated experimentally. The figure shows 1068 “nearest-neighbor-or-next-door-but-one” connections, of which 51.0% overlap with 
real connections. 

as a working model and expect it to evolve as more data be- 
comes available. 

placed “to-the-left-of” or “to-the-right-of” another area. Be- 
cause of this, although hierarchical diagrams are often presented 
in two dimensions, only the vertical dimension is meaningful, 
while the left-to-right dimension is arbitrary. It follows that fea- 
tures of a system that are not hierarchical, if present, must be 
underrepresented. In the monkey visual system, for example, the 
possible segregation of areas into two subsystems, one more 
concerned with pattern vision and the other more with spatial 
vision (e.g., Ungerleider and Mishkin, 1982; Young, 1992a), is 
not illuminated by hierarchical analysis. A hierarchical diagram 
in which the left to right positions of all the areas were shuffled 
would be just as consistent with the objective rules. We have 
made explicit in our hierarchy for the cat visual system that the 
left-to-right dimension of Figure 2 is not meaningful. 

Hierarchical and optimization analyses 

Hierarchical analysis, if its assumptions about the importance of 
input to different cortical layers are correct, is an important 
source of insight into the likely direction of flow of signals 
through cortical systems. Nonetheless, having performed it, we 
have some observations. The first is that hierarchical models are 
unidimensional. While the relative level of areas in a hierarchical 
diagram is principled, the position of the areas within a level is 
not. Put another way, “higher-than” or “lower-than” assign- 
ments are based on the application of the rules to the connection 
data, but none of the rules specifies whether an area should be 
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Figure 9. Comparison between the Real and Nearest-neighbor topology of the cat auditory system. The labels in large type show the topological 
organization of the cortical areas computed from the anatomical connection data in Table 1. The labels in small type show the topological organization 
of the same areas computed from the connections predicted by “nearest-neighbor” wiring. Procrustes rotation was used to rotate and scale the two 
structures. Lines are drawn linking the position of each area in the two structures, and illustrate the disparity between the real topology and the 
topology predicted by “nearest-neighbor” wiring. The model explains 73% of the variance of the real topology (r* = 0.73), and their relation is 
signifi&~ (p < 0.0016). 

A second observation is that hierarchical analysis requires de- 
tailed anatomical information about the origin and termination 
patterns of projections before the level of an area in the hierarchy 
can be inferred. In all species, many more connections have been 
described than those for which interpretable laminar information 
is available. For example, of the 305 connections drawn in the 
hierarchical diagram of the monkey visual system, only about 80 
have information on both laminar origin and termination (Felle- 
man and Van Essen, 1991). Our hierarchical analysis of the cat 
visual system was based on only about 48 connections classifiable 
on the basis of their laminar arrangement, out of 193 known con- 
nections. Consequently, the majority of known connections have 
no role in determining hierarchical structure in this scheme. 

A third observation concerns the fact that laminar patterns in 
the cat often do not fit the criteria for ascending, descending, 
and lateral connections. We find that many connections cannot, 
at present, be unambiguously classified. This ambiguity is to be 
expected for many of the connections where there are data for 
the layers only of origin or termination, particularly those con- 
nections that have bilaminar origins (which can give rise to con- 
nections of any hypothetical direction). A large number of con- 
nections, however, for which there are data about both laminar 
origin and termination, still do not fall into one of the recognized 
categories. This is particularly the case for connections between 
limbic structures, such as the prelimbic and infralimbic areas 

and the perirhinal and entorhinal cortex, but is true even in the 
visual system. For example, the projection from PLLS to PMLS 
originates in layers VI and V and terminates in the middle and 
superficial layers, and the projection from area 18 to area 17 
originates predominantly in layers II and III but also from layer 
V and terminates in the middle and superficial layers (Sym- 
monds and Rosenquist, 1984a,b. We note similar difficulties 
with the projections from 17 to 19, 19 to PMLS, 20a to PMLS, 
ALLS to PLLS, 20a to PMLS, PLLS to DLS, 17 to 21a, 18 to 
21a, ALLS to 7, DP and P to RS, ER to CGa, CGp, PL and IL, 
many neocortical projections to 35 and 36, and connections be- 
tween parahippocampal structures). It is difficult to see how 
these connections, and those of subcortical structures, which do 
not possess a neocortical laminar structure, could be incorporat- 
ed into a hierarchy. Hierarchical analysis may emphasize clas- 
sifiable projections and de-emphasize information in unclassifi- 
able connections. 

A fourth observation is that there are often inconsistencies 
and reciprocity mismatches in the data that hinder the hierar- 
chical assignment of areas, even when considering only classi- 
fiable connections. For example, PLLS and area 17 have recip- 
rocal connections, both of which appear to be ascending. In the 
macaque visual system, for which the data on laminar termina- 
tion patterns is relatively good, at least 33 of the connections 
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Figure IO. Comparison between the real and next-door-but-one topology of the cat “neocortical” system. The labels in large text show the 
configuration computed from anatomical connection data (Table 1). The labels in small print show the configuration computed from connections 
predicted by the “Nearest-neighbor-or-next-door-but-one” model. Lines are drawn linking the positions or each area in the two solutions, and 
illustrate the disparity between the real topology and the topology predicted by the model. The “Nearest-neighbor-or-next-door-but-one” configu- 
ration explains 68% of the variance of the real configuration (9 = 0.68), and the relation is significant (p < 0.0016). 

are known to suffer from this kind of anomaly (Fellernan and 
Van Essen, 1991). 

There are several differences between our hierarchical struc- 
ture shown in Figure 2 and a recent hierarchical arrangement of 
the cat visual system (Fellernan and Van Essen, 1991), which 
was based on the anatomical studies of Symmonds and Rosen- 
quist (1984a,b). Felleman and Van Essen (1991) divided the vi- 
sual areas between eight levels, as opposed to our eleven levels, 
and there are some differences in the order of areas within the 
hierarchy. While our hierarchy is based on a larger data set than 
the previous analysis, we were able to include one more visual 
area than Felleman and Van Essen (1991). 

Analyses of cortical hierarchies that use data on the laminar 
origin and termination patterns are not based on the area-to-area 
pattern of connections. Topological structures, on the other hand, 
are computed from area-to-area connection patterns and do not 

involve any information about the layers in which connections 
originate or terminate. Despite this, in all sensory systems so far 
studied with both techniques (the cat visual, cat auditory, and 
macaque visual systems; Young, 1992a) corresponding topolog- 
ical and hierarchical structures have been significantly related. 
Areas that are hierarchically distant from the sensory periphery 
are also distant from the periphery in terms of their area-to-area 
connections. It is encouraging that two independent methods of 
analyzing cortical connection data produce consistent results. If 
this relation holds, the topological analyses of the major sensory 
systems of the cat and macaque suggest that all such sensory 
systems are hierarchically organized. 

Neighborhood wiring 

These results provide quantitative support for the idea of a re- 
lation between the position of areas on the cortical sheet and 
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their connections (Cowey, 1979; Mitchison, 1991; Young, 
1992a; Cherniak, 1994). The simple models based on neighbor- 
hood wiring connections, particularly nearest-neighbor-or-next- 
door-but-one connections, gave a good account of the gross 
organization of the connections of the neocortical system (Table 
2), so the application of such rules during development may be 
one way in which the genetic information, metabolic costs, and 
wiring volume needed to build an elaborately connected cerebral 
cortex are minimized. It should be noted, however, that nearest- 
neighbor-or-next-door-but-one connections produced a topolog- 
ical solution in which the three sensory systems merged more 
than they may do in reality (Fig. 10): SII and SIV were at po- 
sitions intermediate to the somatosensory-motor and the auditory 
systems, for example. The simple models accounted well for the 
connection pattern within the auditory system, but not so well 
for the somatosensory-motor or visual systems, and badly for 
the connections between the dorsal limbic structures and the 
neocortical areas. 

Within the visual, somatosensory and frontolimbic systems, 
and in the topology of the whole cortex, simple connection mod- 
els accounted for 30% or less of the variance of the topological 
structure derived from real connectivity (Table 2). The particular 
connections, or lack of connections, that were responsible for 
the major differences between local connection models and real 
cortical connectivity were illustrated by the direct matrix com- 
parisons. Major long-range connections, in excess of those pre- 
dicted by nearest-neighbor-or-next-door-but-one connectivity, 
link areas 17 and 18 with the lateral suprasylvian visual areas, 
AES with visual and higher motor areas, and the motor and 
premotor cortex with area 5, SII, and SIV (Fig. 7). 

The sensory systems of the cat are more connectionally iso- 
lated from each other than the simple connection rules predict 
(e.g., Fig. 10). We note two likely explanations. The first expla- 
nation is that there may be a genuine sparseness of connections 
between the cortical systems in the adult animal. Neonatal cortex 
contains many corticocortical connections that are not present in 
the adult, these connections being pruned during development 
(Innocenti and Clark, 1988; Kind and Innocenti, 1990). The fail- 
ure of the nearest-neighbor-or-next-door-but-one model to pro- 
duce sharp topological distinctions between the visual, auditory, 
and somatosensory-motor systems in the solution of the <‘neo- 
cortical” system (Fig. 10) suggests that the adult pattern might 
be produced by the deletion during development of local con- 
nections between bordering areas that respond to different sen- 
sory modalities. These deleted connections may correspond to 
some of the excess nearest-neighbor-or-next-door-but-one con- 
nections (black squares in Fig. 8). 

The second possible explanation for connectional disconti- 
nuities is an experimental bias toward looking for connections 
within particular cortical systems. Many investigators are visual, 
somatosensory, or auditory specialists, and it is possible that 
their studies are focused on the putative cortical system in which 
they are most interested. Finding global connections is, however, 
important, both to obtain an unbiased view of the connectivity 
of the whole cortex and in determining the topological relations 
of areas within the same sensory system. Scannell and Young 
(1993) showed that the topological relations of areas can change 
between the solutions for the isolated sensory systems and the 
global solution. In the case of the visual areas of the lateral 
suprasylvian region in the cat, a topological division into the 
anterior (AMLS and ALLS) and posterior groups (VLS, DLS, 
PMLS, and PLLS) is revealed only when the global cortical 

connections are included in the optimization procedure. Conse- 
quently, when connection data are used to address questions 
about the identity and function of cortical areas, connections 
with as many other structures in the network as possible should 
be considered. 

Appendix 

Areas of the cat cortex used in the cortical parcellation 
scheme 
Here the abbreviation used for the area in the text and figures 
is followed by the name of each area, and the relation of our 
parcellation to other relevant anatomical and physiological 
schemes. 

17, area 17, primary visual cortex, or striate cortex (Symonds 
and Rosenquist, 1984a; Rosenquist, 1985). 18, area 18, a retin- 
otopically organized visual area (Palmer et al., 1978; Tusa et al., 
1979; Symonds and Rosenquist, 1984a; Rosenquist, 1985). 19, 
area 19, a retinotopically organized visual area (Palmer et al., 
1978; Tusa et al., 1979; Symonds and Rosenquist, 1984a; Ro- 
senquist, 1985). 

PMLS, posteromedial lateral suprasylvian area (Hubel and 
Wiesel, 1969; Symonds and Rosenquist,l984a; Rosenquist 
1985). AMLS, anteromedial lateral suprasylvian area (Palmer et 
al., 1978; Symonds and Rosenquist, 1984a; Rosenquist, 1985) 
a visual area in the medial wall of the suprasylvian sulcus. VLS, 
ventrolateral suprasylvian area (Palmer et al., 1978; Symonds 
and Rosenquist, 1984a; Rosenquist, 1985; Updyke, 1986), a vi- 
sual area situated in the posterior wall of the posterior part of 
the suprasylvian sulcus. PMLS, VLS, and parts of PLLS and 
AMLS correspond to the Clare-Bishop area of other parcellation 
schemes (Clare and Bishop, 1954; Sherk, 1986; Grant and 
Shipp, 1991; Sherk and Mulliganm 1993). PLLS, posterolateral 
lateral suprasylvian area (Palmer et al., 1978; Symonds and Ro- 
senquist, 1984a; Rosenquist, 1985). ALLS, anterolateral lateral 
suprasylvian area (Palmer et al., 1978; Symonds and Rosenquist, 
1984a; Rosenquist, 1985), a visual area in the lateral wall of the 
anterior part of the middle suprasylvian sulcus. DLS, dorsolateral 
suprasylvian area, a visual area in the anterior wall of the pos- 
terior part of the suprasylvian gyrus (Palmer et al., 1978; Sym- 
onds and Rosenquist, 1984a; Rosenquist, 1985; Updyke, 1986). 
PLLS, ALLS, and DLS overlap with the lateral suprasylvian 
area in other parcellation schemes (Sherk, 1986; Grant and, 
Shipp 1991). We have treated PMLS, PLLS, AMLS, ALLS, 
VLS, and DLS as separate entities for the collation of connection 
data, but the precise disposition of visual areas in the lateral 
suprasylvian cortex remains unclear There is considerable evi- 
dence, however, for several visual areas within lateral suprasyl- 
vian sulcus (see Palmer et al., 1978; Komatsu et al., 1983; Blak- 
emore and Zumbroich, 1986; Von Grunau et al., 1986; 
Zumbroich et al., 1986; Zumbroich and Blakemore, 1987; Gizzi 
et al., 1990; Toyama et al., 1990; Grant and Shipp, 1991; Bando 
et al., 1992; Takagi et al., 1992; Yin and Greenwood, 1992a,b; 
Sherk and Mulligan, 1993). 

21a, area 21a, a visual area on the posterior part of the su- 
prasylvian gyrus and the superior wall of the posterior part of 
the suprasylvian sulcus (Tusa and Palmer, 1980; Symonds and 
Rosenquist, 1984a; Rosenquist, 1985; Wimbourne and Henry, 
1992; Dreher et al., 1993). 21a overlaps with the Clare-Bishop 
area in the parcellation of Sherk (1986) and Sherk and Mulligan 
(1993). 21b, area 21b, a visual area on the posterior part of the 
suprasylvian gyrus and the posterior wall of the posterior part 
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of the suprasylvian sulcus (Tusa and Palmer, 1980; Symonds and 
Rosenquist, 1984a; Rosenquist, 1985). 20a, area 20a, a retino- 
topically organized visual area on the posterior ectosylvian gyrus 
(Tusa and Palmer, 1980; Cavada and Reinoso-Suarez, 1983; 
Symonds and Rosenquist, 1984a; Kuchiiwa et al., 1985; Rosen- 
quist, 1985). 20b, area 20b, a retinotopically organized visual 
area on the posterior ectosylvian gyrus (Tusa and Palmer, 1980; 
Cavada and Reinoso-Suarez, 1983; Symonds and Rosenquist, 
1984a; Kuchiiwa et al., 1985; Rosenquist, 1985; Updyke, 1986). 

ALG, a visual area located in the lateral wall of the lateral 
gyrus between areas 7 and 19 (Symonds and Rosenquist, 1984a; 
Rosenquist, 1985). ALG may be part of area 19 (Heath and 
Jones, 1971). Although ALG was included in the literature sur- 
vey and is shown in Figure 1, it was excluded from most of the 
topological analyses because of the lack of available connec- 
tional data. 

7, area 7, a region of cortex on the middle part of the supra- 
sylvian gyrus, lateral sulcus and lateral gyms. The area contains 
cells responsive to visual, auditory, and somatosensory stimuli 
(Symonds and Rosenquist, 1984a; Rosenquist, 1985; Olson et 
al., 1987; Olson and Lawler, 1987; Yin and Greenwood, 1992a), 
and has been implicated in the control of eye movements (Yin 
and Greenwood, 1992b). 

AES, anterior ectosylvian sulcus, a region of multimodal cor- 
tex, containing cells responsive to auditory, visual, and somato- 
sensory stimulation (Symonds and Rosenquist, 1984a; Rosen- 
quist, 1985; Clarey and Irvine, 1986). A large proportion of cells 
are multimodal (Minciacchetti et al., 1987; Kimura and Tamai, 
1992). Dorsoposterior parts of the sulcus are dominated by au- 
ditory responsivity, the fundus and ventral bank of the middle 
part are dominated by visually responsive cells, and the anter- 
odorsal part contains a somatosensory representation (SIV) that 
is considered as a distinct area in this analysis (Clemo and Stein, 
1982, 1984; Minciacchetti et al., 1987; Olson and Graybiel, 
1987; Benedek et al., 1988; Clarey and Irvine, 1990a,b; Kimura 
and Tamai, 1992). AES has strong connections with the superior 
colliculus and may be involved in oculomotor function (Tamai 
et al., 1989). 

SVA, splenial visual area, situated in the splenial sulcus, be- 
tween area 17 and the cingulate gyms (Kalia and Whitteridge, 
1973; Symonds and Rosenquist, 1984a; Rosenquist, 1985). SVA 
may be visually responsive region of the posterior cingulate cor- 
tex (Musil and Olson, 1993). 

PS, posterior suprasylvian area (Updyke, 1982, 1986; Sym- 
onds and Rosenquist, 1984a; Rosenquist, 1985), a retinotopically 
organized area on the inferior part of the suprasylvian gyrus and 
sulcus. 

AI, primary auditory field. AAF, anterior auditory field. P, 
posterior auditory field, in the posterior wall of the posterior 
ectosylvian sulcus. VP, ventroposterior auditory field (Imig and 
Reale, 1980; Brugge and Reale, 1985; Morel and Imig, 1987; 
Rouiller et al., 1990). AI, AAE P and VP are the “core” au- 
ditory fields showing tonotopic organization with narrowly 
tuned cells (Reale and Imig, 1980; Brugge and Reale, 1985). 

AU, second auditory field. DP, dorsoposterior auditory field. 
V, ventral auditory field. SSF, suprasylvian fringe, a thin band 
of multimodal cortex running along the inferolateral border of 
the suprasylvian sulcus. EPp, posterior part of the posterior ec- 
tosylvian gyrus, a visual and auditory association area (Bowman 
and Olson, 1988). Tern, temporal auditory field (Imig and Reale, 
1980; Brugge and Reale, 1985; Cavada and Reinoso-Suarez, 
1985; Bowman and Olson, 1988; Rouiller et al., 1990). AII, SSE 

EPp, DP and Tern lie within the “auditory belt.” They lack the 
strict tonotopy of the “core” areas (Brugge and Reale, 1985). 
The tonotopic organization of AII, for example, is less orderly 
than that of the “core” auditory fields, and cells within this area 
exhibit broad tuning curves (Schreiner and Cynader, 1984) 

3a, area 3a. 3b, area 3b. I, area 1. 2, area 2. These are areas 
of somatosensory cortex (Hassler and Muhs-Clement, 1964; 
Dykes and Rasmusson, 1978; Burton and Kopf, 1984; Cavada 
and Reinoso-Suarez, 1985). 3b, 1, and 2, constitute SI (Iwamura 
and Tanaka, 1978a,b; Dykes et al., 1980; Felleman et al., 1983), 
contain one or more somatotopic representations dominated by 
cells responsive to cutaneous stimulation. 3b, 1, and 2 may con- 
stitute a single somatic koniocortical area (Felleman et al., 
1983). 3a contains a single contralateral somatotopic represen- 
tation dominated by cells responsive to deep stimuli (Dykes et 
al., 1980; Felleman et al., 1980). 

SII, second somatosensory area (Burton et al., 1982; Burton 
and Kopf, 1984; Cavada and Reinoso-Suarez, 1985), having 
multiple representations of some body regions (Burton et al., 
1982; Clemo and Stein, 1984). The majority of cells respond to 
superficial stimuli. In contrast to the primary somatosensory ar- 
eas, SII shows a degree of ipsilateral input (Clemo and Stein, 
1984; Mori et al., 1989). 

SIV, fourth somatosensory area occupying the dorsal bank of 
the anterior part of the anterior ectosylvian sulcus and adjoining 
anterior ectosylvian gyrus (Clemo and Stein, 1982, 1984; Burton 
and Kopf, 1984; Cavada and Reinoso-Suarez, 1985). SIV has 
an orderly topographic representation of the body surface (Bur- 
ton et al., 1982; Clemo and Stein, 1984). 

4g, area 4h (Avendano and Rausell, 1988); a region of motor 
cortex that occupies the anterior part of the cruciate sulcus and 
a small area of surrounding cortex (Pappas and Strick, 1981; 
Vicario et al., 1983). 4, area 4. This corresponds to areas 4f, 4sf, 
and 4a that are in the superior and posterior aspects of the cru- 
ciate sulcus (Avendano and Rausell, 1988). 

61, lateral division of area 6, an area of premotor cortex. This 
area includes all regions of area 6 lateral to the rostra1 margin 
of the cruciate sulcus. It corresponds to the lateral region of area 
6a (Avendano and Rausell, 1988). Electrical stimulation in this 
area may evoke movements (Iwata et al., 1990). 6m, medial 
division of area 6. This area consists of regions of area 6 medial 
to the rostra1 margin of the cruciate sulcus and corresponds to 
the medial part of 6aB, 6a(u, and 6if (Cavada and Reinoso-Sua- 
rez, 1985; Avendano and Rausell, 1988; Musil and Olson, 
1991). 6m contains a region, the medial frontal eye field, where 
electrical stimulation may elicit eye movements (Guitton and 
Mandle 1978; Jeffers and Olson, 1984; Nakai et al., 1986). 

POA, presylvian oculomotor areas. These areas are located 
the medial and lateral walls of the presylvian sulcus and corre- 
spond to DLo and VLo (Burton and Kopf, 1984) and to the 
lateral frontal eye fields (Guitton and Mandle, 1978; Nakai et 
al., 1986). These two physiologically distinct areas have been 
considered together because of the relative lack of connectional 
data. They may be part of area 6. 

km, medial part of area 5a on the medial side of the anterior 
part of the lateral gyrus and the medial part of the lateral sulcus. 
5~1, lateral part of area 5a, on the anterior suprasylvian gyrus 
and lateral side of the lateral sulcus (Avendano and Rausell, 
1988). 5a overlaps with SIII, the third somatosensory area (Tanji 
et al., 1978; Garraghty et al., 1987; Johnson, 1990). 5bm, medial 
part of area 5b, on the anterior part of the lateral gyrus and the 
medial side of the lateral sulcus. Sbl, lateral part of area 5b, on 
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the anterior part of the suprasylvian gyrus running into the lateral 
side of the lateral gyrus. 5m, medial division of area 5, on the 
anterior part of the medial lateral gyrus. SSAo, outer part of 
suprasylvian sulcal division of area 5, in the anterior part of the 
medial wall of the suprasylvian sulcus. SSAi, inner (deep) part 
of suprasylvian sulcal division of area 5, in the anterior part of 
the medial wall of the suprasylvian sulcus (Avendano and Rau- 
sell, 1988). Area 5 receives somatosensory, visual, and auditory 
input (Avendano and Rausell, 1988; Olson and Lawler, 1987). 
5b may be involved in visuomotor integration (Fabre and Buser, 
1981), and SSAo and SSAi may have polysensory responsivity 
(Palmer et al., 1978). 

PFCr, rostra1 division of the prefrontal cortex (Cavada and 
Reinoso-Suarez, 1985). This area overlaps with the dorsal di- 
vision of prefrontal cortex as defined by Musil and Olson 
(1988b, 1991). PFCdl, dorsolateral division of the prefrontal 
cortex (Cavada and Reinoso-Suarez, 1985). PFCv, ventral di- 
vision of the prefrontal cortex (Cavada and Reinoso-Suarez, 
1985). This area overlaps with both the dorsal and infrahmbic 
divisions of the medial prefrontal cortex of Musil and Olson 
(1988b, 1991). PFCdm, dorsomedial division of the prefrontal 
cortex (Cavada and Reinoso-Suarez, 1985). This area overlaps 
with the dorsal division of the medial prefrontal cortex of Musil 
and Olson (1988b, 1991). 

la, agranular insula (Cavada and Reinoso-Suarez, 1985; Guil- 
din et al., 1986). Ig, granular insula (Cavada and Reinoso-Sua- 
rez, 1985; Guildin and Markowitsch, 1984; Guildin et al., 1986). 
The dorsal insula contains a region responsive to visual stimuli, 
while more ventral insula regions respond to multimodal stim- 
ulation (Hicks et al., 1988a,b; Benedek and Hicks, 1988). 

CGa, anterior part of cingulate cortex (Cavada and Reinoso- 
Suarez, 1985). This corresponds to the anterior part of the pos- 
terior cingulate area of Olson and Musil (1992a). CGp, posterior 
part of cingulate cortex (Olson and Edelstein, 1984; Cavada and 
Reinoso-Suarez, 1985). This corresponds to the posterior part of 
the posterior cingulate area of Olson and Musil (1992a). CGa 
and CGp contain neurons that respond to multimodal sensory 
stimulation (Olson and Musil, 1992b). 

LA, anterior limbic cortex (Cavada and Reinoso-Suarez, 
1985). This corresponds to the anterior cingulate area of Musil 
and Olson (1988a, 1991). 

RS, retrospenial cortex (Cavada and Reinoso-Suarez, 1985). 
PL, prelimbic area. This corresponds to area 32 (Room et al., 

1985; Cavada and Reinoso-Suarez, 1985). This overlaps with 
the infralimbic division of the medial prefrontal cortex of Musil 
and Olson (1988b). 

IL, infralimbic area (Cavada and Reinoso-Suarez, 1985). This 
corresponds to area 25 of Room et al. (1985). 

35, area 35 of the perirhinal cortex (Cavada and Reinoso- 
Suarez, 1985; Room and Groenewegen, 1986a). 36, area 36 of 
the perirhinal cortex (Cavada and Reinoso-Suarez 1985; Room 
and Groenewegen, 1986a). 

PSb, presubiculum, parasubiculum, and postsubicular cortex 
(Cavada and Reinoso-Suarez, 1985; Room and Groenewegen, 
1986a; Witter and Groenewegen 1986a; 1986b; Witter et al., 
1986). Because of the relative lack of connectional data for these 
areas in the cat, they were considered together in the analysis. 

Sb, subiculum (Cavada and Reinoso-Suarez, 1985; Witter et 
al., 1986; Van Groen et al., 1986). 

ER, entorhinal cortex (Cavada and Reinoso-Suarez, 1985; 
Room and Groenewegen, 1986a; Witter et al., 1986; Witter and 
Groenewegen, 1986a,b). 

Hipp, hippocampus proper, including CAl, CA3, excluding 
the subiculum. 

Amyg, amygdala (Krettek and Price, 1977a,b). 
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