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The Role of Ventral Frontostriatal Circuitry in Reward-Based
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This study examined changes in behavior and neural activity with reward learning. Using an event-related functional magnetic resonance
imaging paradigm, we show that the nucleus accumbens, thalamus, and orbital frontal cortex are each sensitive to reward magnitude,
with the accumbens showing the greatest discrimination between reward values. Mean reaction times were significantly faster to cues
predicting the greatest reward and slower to cues predicting the smallest reward. This behavioral change over the course of the experi-
ment was paralleled by a shift in peak in accumbens activity from anticipation of the reward (immediately after the response), to the cue
predicting the reward. The orbitofrontal and thalamic regions peaked in anticipation of the reward throughout the experiment. Our
findings suggest discrete functions of regions within basal ganglia thalamocortical circuitry in adjusting behavior to maximize reward.
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Introduction
The ability to alter behavior based on expected reward outcomes
is critical for goal-directed behavior. Animals alter behaviors de-
pending on anticipated reward outcome (Pavlov, 1903, 1927),
and electrophysiological studies show that striatal neurons play
an important role in rewarded behavior, given their sensitivity to
changes in reward magnitude and frequency (Ito et al., 2002;
Cromwell and Schultz, 2003). For example, some striatal neurons
discriminate between reward magnitudes and some show in-
creased firing for stimuli that predict larger rewards (Cromwell
and Schultz, 2003). This is paralleled with behavioral changes of
greater anticipatory licking and faster responses to cues predict-
ing large versus small amounts of juice. Dopamine neurons that
project to the ventral striatum fire progressively less to predicted
reward and increasingly to the cue predicting the reward (Mire-
nowicz and Schultz, 1994; Hollerman and Schultz, 1998; Fiorillo
etal., 2003). These data are consistent with reinforcement learn-
ing theory of the role of dopamine in reward-related behavior.
According to this theory, dopamine does not signal reward per se,
but rather mediates a learning signal that allows better predic-
tions of upcoming rewards, and appropriate behavioral adjust-
ments (Dayan and Balleine, 2002; Montague et al., 2004). One
goal of this study was to examine neural circuitry involved in this
type of learning using functional magnetic resonance imaging
(fMRI) and a behavioral paradigm previously used with nonhu-
man primates (Cromwell and Schultz, 2003).

The neural circuitry underlying reward has been defined

Received Feb. 22, 2005; revised Aug. 5, 2005; accepted Aug. 9, 2005.

This research was supported in part by National Institutes of Health Grants R21 DA15882-02 and R01 DA18879-01
(B.J.C.) and by a training grant from the National Eye Institute (A.G.).

Correspondence should be addressed to Adriana Galvan, 1300 York Avenue, Box 140, New York, NY 10021.
E-mail: adg2006@med.cornell.edu.

DOI:10.1523/JNEUR0SCI.2431-05.2005
Copyright © 2005 Society for Neuroscience  0270-6474/05/258650-07$15.00/0

largely by dopamine projections, which originate in the substan-
tia nigra and ventral tegmental area and project to the prefrontal
cortex (PFC) and basal ganglia (Haber, 2003). Thalamic relay
nuclei transmit basal ganglia output to the PFC, forming “closed
loops” often referred to as the basal ganglia thalamocortical cir-
cuits (BGTC) (Alexander et al., 1986; McFarland and Haber,
2002) [although these circuits are described as parallel closed
loops, there is cross talk among circuits at the subcortical level
that helps drive motivations to executable actions (Haber,
2003)]. Here, we focus on this circuitry and its implication in
motivated and reward-related behavior.

Neuroimaging studies show involvement of BGTC in reward-
related behavior. For example, the ventral striatum is sensitive to
increasing values of reward valence (Delgado et al., 2000, 2003;
Knutson et al., 2001) and predictability (Berns et al., 2001;
O’Dobherty et al., 2003). Thalamocortical regions play a role in
linking reward with specific goal-directed actions (MacDonald et
al., 2000), because the orbital frontal cortex (OFC) is sensitive to
reward valence and outcome (Elliott et al., 2003; Knutson et al.,
2003; Rolls et al., 2003; O’Doherty, 2004), and thalamic lesions
show impairments in stimulus-response representations
(Dagenbach et al., 2001; Kubat-Silman et al., 2002) and learning
(Ridley et al., 2004).

We used a spatial delay reward task similar to one in nonhu-
man primate studies (Cromwell and Schultz, 2003). This para-
digm consisted of a cue, response, and reward that were tempo-
rally separated in a slow event-related design. We predicted that,
behaviorally, subjects would respond fastest to the large reward
once cue-reward associations were learned. Here, we define
learning as the point in time at which behavioral performance
(response latencies) significantly diverge for each reward value.
We hypothesized that behavioral changes would be paralleled by
neural changes in the ventral striatum, based on previous work
(Mirenowicz and Schultz, 1994; Hollerman and Schultz, 1998;
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Task design. One of three cues (cartoon pirate) appeared on the left or right side of a fixation for 1s. Aftera 2 s delay, a response prompt (2 treasure chests) appeared for 2 s, and subjects

were instructed to press with their pointer finger if the cue had been on the left and with their middle finger if the cue had been on the right. After another 2 s delay, a reward outcome (small, medium,

or large pile of coins) was presented and was followed by a 12 s ITI. The total trial length was 20 s.

Cromwell and Schultz, 2003). Specifically, we predicted that ac-
cumbens activity would be sensitive to reward values and would
shift from the rewarded response to the reward-predicting cue as
afunction of time on task, as shown with midbrain neural record-
ings (Mirenowicz and Schultz, 1994; Hollerman and Schultz,
1998). We predicted that maximum changes in thalamocortical
regions would occur in anticipation of reward after an outcome-
related response, as previously suggested (Wallis et al., 2001;
Ramnani and Miall, 2003).

Materials and Methods

Participants. Twelve right-handed healthy adults (six females), aged
23-29 (mean age, 25.3 years), were included in the fMRI experiment.
Subjects had no history of neurological or psychiatric disorder, and each
gave informed consent for a protocol approved by the Institutional Re-
view Board.

Experimental task. Participants were tested using an adapted version of
a delayed-response two-choice task previously used in nonhuman pri-
mates (Cromwell and Schultz, 2003) in an event-related fMRI study (Fig.
1). In this task, three cues (counterbalanced) were each associated with a
distinct reward magnitude. Subjects were instructed to press either their
index or middle finger to indicate the side on which a cue appeared when
prompted, and to respond as quickly as possible without making mis-
takes. One of three pirate cartoon images was presented in random order
on either the left or right side of a centered fixation for 1000 ms (Fig. 1).
After a 2000 ms delay, subjects were presented with a response prompt of
two treasure chests on both sides of the fixation (2000 ms) and instructed
to press a button with their right index finger if the pirate was on the left
side of the fixation or their right middle finger if the pirate was on the
right side of the fixation. After another 2000 ms delay, a reward feedback
of a small, medium, or large amount of coins was presented in the center
of the screen (1000 ms). Each pirate was associated with a distinct reward
amount. There was a 12 s intertrial interval (ITI) before the start of the
next trial. Subjects were guaranteed $50 for participation in the study and
were told they could earn up to $25 more, depending on performance [as
indexed by reaction time (RT) and accuracy] on the task. Although the
reward amounts were distinctly different from one another, the exact
value of each reward was not disclosed to the subject, because during
pilot studies, subjects reported counting the money after each trial, and
we wanted to avoid this possible distraction. Stimuli were presented with
the integrated functional imaging system (PST, Pittsburgh, PA) using a
liquid crystal display video display in the bore of the magnetic resonance
(MR) scanner and a fiber optic response collection device.

The experiment consisted of five runs of 18 trials (6 each of small,
medium, and large reward trials), which lasted 6 min and 8 s each. Each
run had 6 trials of each reward value presented in random order. At the
end of each run, subjects were updated on how much money they had
earned during that run. Before beginning the experiment, subjects were
shown the actual money they could earn to ensure motivation. They
received detailed instructions that included familiarization with the

stimuli used. For instance, subjects were shown the three cues and three
reward amounts they would be seeing during the experiment. They were
not told how the cues related to the rewards. We explicitly emphasized
that there were three amounts of reward, one being small, another me-
dium, and another large. These amounts are visually obvious in the ex-
periment, because the number of coins in the stimuli increases with
increasing reward. Only one of the 12 subjects could articulate the asso-
ciation between specific stimuli and reward amounts, when asked explic-
itly about this association during debriefing at the end of the experiment.

Image acquisition. Imaging was performed using a 3T General Electric
(General Electric Medical Systems, Milwaukee, WI) MRI scanner using a
quadrature head coil. Functional scans were acquired using a spiral-in
and -out sequence (Glover and Thomason, 2004). The parameters in-
cluded a repetition time (TR) of 2000 ms, echo time (TE) of 30 ms, 64 X
64 matrix, 29 5 mm coronal slices, 3.125 X 3.125 mm in-plane resolu-
tion, and flip of 90°, for 184 repetitions, including four discarded acqui-
sitions at the beginning of each run. Anatomical T1-weighted in-plane
scans were collected (TR, 500; TE, min; 256 X 256; field of view, 200 mmy;
slice thickness, 5 mm) in the same locations as the functional images in
addition to a three-dimensional data set of high-resolution spoiled
gradient-recalled acquisition in a steady state images (TR, 25; TE, 5; slice
thickness, 1.5 mm; 124 slices).

Image analysis. The Brainvoyager QX (Brain Innovations, Maastricht,
The Netherlands) software package was used to perform a random effects
analysis of the imaging data. Before analysis, the following preprocessing
procedures were performed on the raw images: slice scan time correction
(using sinc interpolation), linear trend removal, high-pass temporal fil-
tering to remove nonlinear drifts of three or fewer cycles per time course,
spatial data smoothing using a Gaussian kernel with a 4 mm full width at
half-maximum, and three-dimensional motion correction to detect and
correct for small head movements by spatial alignment of all volumes to
the first volume by rigid body transformation. Estimated rotation and
translation movements never exceeded 2 mm for subjects included in
this analysis. Functional data were coregistered to the anatomical volume
by alignment of corresponding points and manual adjustments to obtain
optimal fit by visual inspection and were then transformed into Talairach
space. During Talairach transformation, functional voxels were interpo-
lated to a resolution of 1 mm?. Regions of interest were defined by
Talairach coordinates in conjunction with reference to the Duvernoy
brain atlas (Talairach and Tournoux, 1988; Duvernoy, 1991).

Statistical analysis of the imaging data was performed on the whole
brain using a general linear model (GLM) comprised of 60 (five runs by
12 subjects) z-normalized functional time courses. A GLM analysis of the
functional data was conducted with reward magnitudes as the primary
predictor. Changes in MR signal were examined at time points immedi-
ately after the cue and immediately preceding the reward (i.e., anticipa-
tion of reward). The predictors were obtained by convolution of an ideal
boxcar response (assuming a value of 1 for the volume of task presenta-
tion and a volume of 0 for the remaining time points) with a linear model
of the hemodynamic response (Boynton et al., 1996) and used to build
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Figure2. Behavioral results. There was a main effect of reward and a significant interaction

of time on task (learning) by reward. After learning, subjects were faster when responding to
cues associated with large (348 == 74 ms) rewards (@) relative to the medium (501 == 160 ms)
rewards (IM) and slower to small (576 == 176 ms) rewards (A). Runs (time on task) are on the
x-axis, and reaction time (in seconds) is on the y-axis.

the design matrix of each time course in the experiment. Only correct
trials were included, and separate predictors were created for error trials.
Post hoc contrast analyses were then performed based on ¢ tests on the 3
weights of predictors to identify regions that showed distinct patterns of
activity for the different reward types. Contrasts were conducted with a
random effects analysis, and a contiguity threshold of 50 transformed
voxels (interpolated resolution of 1 mm>) was used to correct for multi-
ple comparisons (Forman et al., 1995). Percentage changes in the MR
signal, for the entire trial relative to 6 s of fixation preceding trial onset,
were calculated for selected regions of interest (ROIs) using event-related
averaging over significantly active voxels obtained from the contrast
analyses. Given our hypothesis regarding the accumbens, percentage
changes in the MR signal from this region were calculated using event-
related averaging obtained from an ROI-GLM [regions of interest de-
fined by Talairach coordinates in conjunction with reference to the Du-
vernoy brain atlas (Talairach and Tournoux, 1988; Duvernoy, 1991)].

Results

Behavioral results

The effects of time on task (learning) and reward magnitude were
tested with a 5 (runs) X 3 (small, medium, and large reward)
ANOVA for the dependent variables of mean RT and mean ac-
curacy. There was a main effect of reward (F,,,, = 6.64; p =
0.006) and a significant interaction of learning by reward
(F(g gy = 5.575; p = 0.001) (Fig. 2) but no main effect of learning
(F(4,44) = 0.75; p = 0.56) on mean reaction time. The main effect
of reward showed that subjects were faster when responding to
cues associated with the large reward (348 = 74 ms) relative to the
medium (501 = 160 ms) and small (576 = 176 ms) rewards. Of
more significance is the interaction of runs by reward depicted in
Figure 2, showing that mean reaction times did not differ across
all three reward values until the latter trials of the experiment (last
run) at which point the subjects appeared to have learned the
associations between cues and reward values. There were no sig-
nificant main effects or interactions with mean accuracy across
reward values because subjects were near ceiling performance
(small, 98.6%; medium, 99.4%; large, 99.4%).

Imaging results

A GLM analysis of the functional data was conducted with reward
magnitude as the primary predictor. Changes in MR signal were
examined across all runs of the experiment, at time points imme-
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diately after the cue and immediately preceding the reward out-
come (i.e., anticipation of reward). The right and left nucleus
accumbens (NAcc)/ventral striatum (x = 8,y = 6,z = —2, and
x = —8,y = 6,z= —5,respectively), medial thalamus (x =7,y =
=21, z = 9), left inferior frontal (x = —46, y = 37, z = 13),
anterior cingulate (x = —6, y = 19, z = 25), and superior parietal
(x = —24,y = —57, z = 43) regions were significantly activated
during the cue and response intervals (based on a small vs large
cue contrast). The orbitofrontal cortex (x = 39,y = 45,z = 0) was
activated during the anticipatory reward interval but not the cue
interval (relative to baseline). ¢ tests were performed on the 3
weights of the reward predictors to identify regions that showed
distinct patterns of activity for the different reward values during
early, middle, and late trials.

Only the region of the nucleus accumbens/ventral striatum
(see Fig. 4, left) showed discrete responses to each reward value
(small, medium, and large) by the later trials of the experiment.
In parallel, there was a shift in peak of the hemodynamic response
in this region from the anticipatory reward interval to the cue
predicting the reward (Fig. 3a—c). t tests confirmed significant
differences in MR signal between small and medium rewards
(ta1) = 3.7;p <0.05), and medium and large rewards (¢.,,, = 4.8;
p < 0.05) during late trials (Fig. 3c). Post hoc t tests showed
significant differences (¢,,, = 5.2; p < 0.05) in the 8 weights for
the large reward magnitude for early versus late trials in the ac-
cumbens region during cue presentation, confirming a shift from
reward to cue interval (Fig. 4, right).

The thalamus and orbitofrontal regions (Fig. 5a,b) both
showed the greatest activity in anticipation of the reward, but
neither region discriminated between the medium and large re-
wards (thalamus, t,,, = 0.86, p = 0.45; orbitofrontal region,
tq1y = 1.3,p = 0.21) even during the later trials of the study (Fig.
5¢,d) and neither region showed an analogous shift in peak in the
hemodynamic response as seen in the nucleus accumbens from
the reward, to the cue predicting the reward. For both regions, the
MR signal peaked in anticipation of the reward after the accum-
bens response (Fig. 6).

Whereas the change in MR signal in the thalamus and orbito-
frontal regions occurred in anticipation of the reward outcome,
just after the response, MR signal change in the inferior frontal,
anterior cingulate, and superior parietal regions preceded the
response. ¢ tests confirmed significant differences (¢,,, = 3.4;p <
0.05) between the 3 weights of the small and large rewards during
these time points with greater signal for the larger reward value
(see supplemental Fig. 1a—c and text, available at www.jneurosci.
org as supplemental material). A post hoc comparison of 3
weights during the early and late trials for these time points
showed a significant decrease (t,,, = —5.3; p < 0.05) in activity
for these regions regardless of reward value (see supplemental
Fig. 2a—c, available at www.jneurosci.org as supplemental mate-
rial). A discussion of these findings is found in the supplemental
material (available at www.jneurosci.org).

Discussion

This study examined the effects of reward magnitude on behavior
and neural activity in dopamine-rich basal ganglia thalamocorti-
cal circuitry. We show that the NAcc, thalamus, and OFC are each
sensitive to reward magnitude in anticipation of the reward out-
come, with the accumbens showing the greatest discrimination
between discrete reward values. This pattern of activity was par-
alleled by faster RT's to cues predicting increasing reward.
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Nucleus accumbens percentage MR signal change during early (a), middle (b), and late () trials for small, medium, and large rewards after cue presentation. Time is on the x-axis, and

the percentage of MR signal change is on the y-axis. Plots are not adjusted for the hemodynamic response.

Nucleus Accumbens Activity
Early vs Late Trials

Reward value influences behavioral and
neural responses

The NAcc showed the most robust re-
sponse to reward value, but the OFC and
thalamic regions were also sensitive to re-
ward magnitude differences. Accumbens
activity increased monotonically as a
function of reward magnitude unlike in
the study by Elliott et al. (2003), in which

—==Early
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Figure 4.
relative to the small cue (based on t tests between the 3 weights of the small vs large cue predictors). Right, The percentage of the
MR signal change for the large reward magnitude for early versus late trials in the accumbens region during cue presentation. Error
bars indicate SE.

Shifts in accumbens activity with learning

During early trials of the experiment, all three regions showed
MR signal changes to reward anticipation. After learning (de-
fined as changes in RT for each reward value), only accumbens
activity shifted from the rewarded response to the reward-
predicting cue, consistent with electrophysiologial studies of re-
ward in dopamine brain regions (Mirenowicz and Schultz, 1994;
Hollerman and Schultz, 1998). Shifts in striatal activity with
learning occur in the putamen (O Doherty et al., 2003) and cau-
date (Delgado et al., 2005), but such changes have not been
shown with fMRI specifically in the accumbens, a primary target
site for dopamine projections. Our findings suggest that, as cue—
reward contingencies are learned, the actual reward gradually
elicits less accumbens activation, whereas the reward-predicting
cue gradually elicits greater accumbens activity. These findings
parallel nonhuman primate studies of learning-induced shifts in
neural activity in dopamine-rich circuitry with primary reinforc-
ers (Hollerman and Schultz, 1998).

Neural activity to the small reward dipped below baseline in
latter trials of the experiment. The small reward condition is
presented in the context of larger rewards and thus may seem a
relatively disappointing outcome, occurring 33% of the time,
whereas better rewards occurred 66% of the time. Lack of a suf-
ficient reward at an expected time is similar to the lack of an
expected event at a given time, which both result in a dip below
baseline (decreased striatal activity) in human imaging (David-
son et al., 2004) and nonhuman studies (Fiorillo et al., 2003).
Slower RT to the small condition may reflect a violation in out-
come expectation to which subjects adjusted behavior as shown
previously (Amso et al., 2005).
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Left, Activation in the accumbens (x = 8,y = 6,z = —2,andx = —8,y = 6,z = —5) was greater for the large

striatal regions responded to reward re-
gardless of value. In contrast, thalamocor-
tical regions showed differences only be-
tween the smallest and largest reward
values, consistent with the findings of oth-
ers (Elliott et al., 2003). Activation in
thalamocortical regions, particularly in
the OFC, to the different rewards may re-
flect a biasing signal from the NAcc (Mon-
tague et al., 2004), given the distinct acti-
vation time courses. Whereas the NAcc was most responsive to
the reward-predicting cue, the OFC and thalamus were the most
active in the anticipation of reward outcome. These data are sim-
ilar to nonhuman primate findings of the distinct roles of the
striatum and PFC during associative learning (Pasupathy and
Miller, 2005). First, the striatum identifies rewarded associations
and the PFC is subsequently active during behavioral executions
to obtain the identified reward (Pasupathy and Miller, 2005).
This bias from the accumbens may subsequently influence a
change in motivation as evidenced by faster behavioral responses
to increasing reward. Behavioral and prefrontal cortical prefer-
ence for relatively large rewards has been shown in nonhuman
primates (Leon and Shadlen, 1999; Tremblay and Schultz, 1999)
and humans (O’Doherty et al., 2000, 2001; Kringelbach et al.,
2003).

In contrast to changes in accumbens activity, OFC and
thalamocortical activity did not shift to the cue but remained
active after the response, in anticipation of the reward. These
regions changed only in the magnitude of activation, with a de-
crease in thalamic activity and an increase in OFC activity over
time, consistent with literature showing involvement of thalamo-
cortical loops in goal-directed actions (Dagenbach et al., 2001;
Wallis and Miller, 2003). Electrophysiological studies of PFC
neurons show the greatest firing preceding a prompted response
(Fuster, 2001). Our data suggest that, as expectations about up-
coming reward values are learned, the accumbens biases
thalamocortical activity that helps adjust behavior to maximize
outcomes (Montague et al., 2004; Pasupathy and Miller, 2005),
suggesting a frontostriatal shift in reward sensitivity. Initially, the

6 17 18 19 20
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tute for the unconditioned stimulus itself
(O’Doherty, 2004). By simultaneously ex-
amining BGTC as a function of time, we
extend previous work (Delgado et al,
2000, 2003; Knutson et al., 2001; Elliott et
al., 2003, 2004) but note a number of
differences.

First, other imaging studies have not
shown behavioral differences for distinct
reward values (Knutson et al., 2001; Bjork
et al., 2004; May et al., 2004), perhaps be-
cause of the continuous reinforcement
schedule (rewarding 100% of correct tri-
als) used here that differs from other stud-
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Figure 6.  Temporal dissociation of basal ganglia thalamocortical regions. The accumbens
MR signal onset occurs first, followed by the thalamus and orbital frontal cortex. Time is on the
x-axis, and the percentage of MR signal change is on the y-axis.

accumbens showed greater activation than the OFC to the re-
ward, but with learning, the accumbens showed greatest activa-
tion to the cue while the OFC activation increased to the re-
warded response.

Contrasts between current findings and previous studies

Previous work shows ventral striatal activity during reward antic-
ipation and OFC activation to reward outcome (Knutson et al.,
2001; Bjork et al., 2004), but without examining regions before
and after learning (both when the reward is unpredicted and later
when the cue becomes a predictor), these studies fail to address
the possibility that neural responses initially occur to the reward
itself when unpredicted but shift to the conditioned stimulus
during learning (O’Doherty, 2004). We address this question and
provide evidence for the stimulus substitution theory (Pavlov,
1927), which suggests that a conditioned stimulus acquires value
by eliciting the same responses that otherwise would have oc-
curred to the unconditioned stimulus, in effect acting as a substi-

outcome. Previous studies do not indicate
emphasizing speed.

A second difference was in the changes
in accumbens activity as function of time
on task (from early to middle to late trials). Others (Knutson et
al., 2001a,b) have shown robust accumbens activation in antici-
pation of increasing monetary reward similar to these data during
the initial trials of the experiment. However, our findings begin to
diverge during later trials when accumbens activity shifts from
anticipation of the reward to the reward-predicting cue, coinci-
dent with distinct RTs that differ between reward values. Differ-
ences in analyses may explain the divergence, because previous
work (Knutson et al. 2001a,b) was conducted with analyses that
focused exclusively on the MR signal change during anticipatory
delay periods over the entire experiment. Instead, we examined
MR signal changes during early and late trials as well as during the
periods after the cue and before the reward. O’Doherty et al.
(2003) showed a similar shift in the ventral putamen but not in
the nucleus accumbens. That study did not have a continuous
reinforcement schedule either but omitted rewards on some trials
that may explain the differences in regional activity across the two
studies.

Finally, Elliott et al. (2003) did not observe striatal sensitivity
to differences in reward value. Rather, striatal regions in that
report responded to the presence of rewards, regardless of value.
The differences between our data may be because the striatal
region of interest they report is not in the accumbens but in the
putamen, which may not be as sensitive to differences in reward,
and also because it was a blocked-design paradigm, with each
reward level in a different block.

Limitations
A potential confound in the response-related activity of the OFC
and thalamus is the differences in RTs for different rewards dur-
ing later trials of the experiment. Thus, we examined the extent
that RTs accounted for variation in activity in these regions. RT
accounted for limited activation variance in the OFC (1% = 0.04)
and thalamus (7> = 0.06).

We interpret our results primarily in terms of implicit biasing
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of performance by reward magnitude. However, one subject ar-
ticulated the specific stimuli-reward associations during debrief-
ing. Thus, the behavior and imaging results, although predomi-
nantly driven by implicit learning gained throughout the
experiment, could have been influenced by explicit awareness of
the cue-reward associations.

Implications

We show that dopamine-rich regions in ventral frontostriatal
circuitry have distinct roles in altering and optimizing behavior
for reward. Furthermore, we found that reward magnitude biases
learning of stimulus—reward associations in the nucleus accum-
bens, whereas thalamocortical regions are critical for executing
behavioral goals. Together, these findings suggest a mechanism
by which reward-predicting cues (e.g., drug-associated stimuli)
could elicit behavioral and neural responses that influence
reward-seeking behavior. Dopamine-rich regions are implicated
in addiction (Volkow et al., 2004) and contextual cues have been
linked to relapse-triggered reward-seeking (e.g., drug abuse,
gambling) behavior (Robinson and Berridge, 2000; Hyman and
Malenka, 2001). In the context of those reports, these data suggest
that enhanced responses elicited by cues predicting reward is
accompanied by changes in a complex dopamine-rich circuit that
may help explain how specific contextual cues can trigger crav-
ings and reward-seeking behavior. Cocaine addicts’ self-reported
craving is associated with increased activity in the ventral stria-
tum and other dopamine-rich regions (Breiter et al., 1997), sim-
ilar to rodent work implicating the nucleus accumbens in
cocaine-seeking behavior (Ito et al., 2004). Our findings on the
learned associations between cues and rewards within the accum-
bens are consistent with those data and have implications for the
underlying mechanism of addictive behaviors and context-
driven relapse.
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