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To make effective decisions while navigat-
ing uncertain environments, animals
must develop the ability to accurately pre-
dict the consequences of their actions. Re-
inforcement learning has emerged as a key
theoretical paradigm for understanding
how animals accomplish this feat (Sutton
and Barto, 1998). According to this
framework, animals develop decision-
making strategies through an iterative
trial-and-error process. First, an action is
selected based on a prediction of which
choice will lead to the greatest payoff. Af-
ter an action is completed, the prediction
of future rewards from the same action,
which is referred to as action value, is up-
dated based on the outcomes of the ac-
tion, enabling the animal to make a better
decision the next time such a choice is en-
countered. Thus, decision-making pro-
cesses become increasingly refined as the
animal learns about its environment
through experience, ultimately leading to
more effective decisions.

In addition to successfully predicting
the animal’s choice behavior, the rein-
forcement learning model has been suc-
cessfully used to elucidate the function of
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the basal ganglia in goal-directed behav-
ior. Dopaminergic neurons in the ventral
tegmental area and the substantia nigra
have been shown to encode a reward-
prediction error, which is used to improve
the outcomes of an animal’s future
choices (Schultz et al., 1997). Another
study in monkeys engaged in a free-choice
task showed that the activity of striatal
neurons is correlated with action values,
which were estimated by integrating the
previous outcome history associated with
each action (Samejima et al., 2005).

Although the basal ganglia play a key
role in reinforcement learning, the spe-
cific relationship between striatal signals
related to action values, choices, and out-
comes is still poorly understood. Addi-
tionally, it is unknown how these signals
are integrated within the larger cortico-
basal ganglia circuitry to form a flexible
and reliable decision-making network.

A recent study by Lau and Glimcher
(2007) makes an important contribution
to our understanding of how individual
neurons in the basal ganglia encode action
and outcome, and it provides valuable in-
sights into the organization of the cortico-
basal ganglia network. Lau and Glimcher
recorded from phasically active neurons
in the caudate nuclei of two monkeys that
were engaged in a probabilistically re-
warded delayed saccade task. Monkeys
fixated on a central light-emitting diode
(LED) for 400 ms before a peripheral LED
was illuminated in one of eight target lo-
cations arranged symmetrically around

the fixation point. After a short delay, the
fixation point was extinguished, signaling
the monkey to make a saccade to the tar-
get. Rewards were delivered on 30-50%
of correct trials, and the reward probabil-
ity was held constant throughout the re-
cording session [Lau and Glimcher
(2007), their Fig. 1 (http://www.jneurosci.
org/cgi/content/full/27/52/14502/F1)].
Interestingly, approximately one-half
of neurons that were phasically active dur-
ing the task displayed a peak response af-
ter the saccade had already been made,
suggesting that they did not play a role in
selecting movement [Lau and Glimcher
(2007), their Fig. 3 (http://www.jneurosci.
org/cgi/content/full/27/52/14502/F3)].
Lau and Glimcher next examined whether
each neuron encoded reward outcome,
direction (of action), or both action and
reward. Approximately one-half (30 of
54) of the neurons showed statistically sig-
nificant activity for only one category;
they independently encoded either direc-
tion or reward history. Although the re-
maining neurons displayed a significant
response to both factors, most were
strongly biased toward only one of them:
an analysis of the joint distribution of re-
ward responsiveness and tuning sharp-
ness showed that fewer than expected
sharply tuned neurons had large differen-
tial reward responses [Lau and Glimcher
(2007), their Fig. 8 (http://www.jneurosci.
org/cgi/content/full/27/52/14502/F8)].
From this, Lau and Glimcher concluded
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that action and outcome were encoded in
largely separate channels in the caudate.

These separately encoding populations
could be used together to update the pre-
dicted value of actions. Lau and Glimcher
suggest that the signals corresponding to
retrospective movement direction could
serve as what is called an “eligibility trace”
in the reinforcement learning literature.
Eligibility traces are signals that can act as
a short-term memory of the animal’s own
behavior, so that rewards can be properly
associated with previous actions (Sutton
and Barto, 1998). Neural activity encod-
ing previous choices has also been found
in the dorsolateral prefrontal cortex
(DLPFC) (Seo et al., 2007), suggesting
that the signals related to previous actions
could be used to update action values in
the corticostriatal pathway.

Further results from the prefrontal
cortex highlight the importance of con-
sidering Lau and Glimcher’s findings
within the context of a broader cortico-
basal ganglia decision-making network.
In a study using a task similar to Lau and
Gimcher’s, Tsujimoto and Sawaguchi
(2005) found that both reward informa-
tion and directional preference are jointly
encoded in individual neurons of the
DLPFC. In that study, monkeys were
trained on both a memory-guided and a
visually guided saccade task. Tsujimoto
and Sawaguchi (2005) concluded that
each neuron’s postmovement activity was
significantly modulated by the directional
preference, the reward outcome, and the
specific task category. Neurons in the sup-
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Figure1. Aschematicdiagram of the corticobasal ganglia

loop involved in encoding actions and outcomes. It is not yet
known where in this pathway these signals are combined.
GPe, Globus pallidus pars externa; GPi, globus pallidus pars
interna; SNr, substantia nigra pars reticulata; STN, subtha-
lamic nucleus.

plementary eye fields also conjunctively
encode action and outcome (Uchida et al.,
2007). Altogether, these results suggest an
important contrast between how the pre-
frontal cortex and striatum encode infor-
mation related to actions and outcomes.
Because neurons in the caudate nucleus
receive dense projections from the
DLPFC, the data suggest that the neurons
projecting to the caudate originate from
separately encoding populations. These
separate channels could combine some-
where in the corticobasal ganglia loop
downstream of the caudate before reach-
ing a distinct area of cortex containing
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neurons with overlapping representations
(Fig. 1).

Future research should focus on re-
cording areas of the corticobasal ganglia
loop downstream of the caudate to iden-
tify where the signals related to action and
outcome are combined. Additionally, it
would be informative to use tasks that re-
quire an animal to use reward informa-
tion to select later actions. Such tasks
could further elucidate how separate sig-
nals are used to update action values and
could lead to a better understanding of the
organization of the corticobasal ganglia
network.
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