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Conditional Bursting Enhances Resonant Firing in
Neocortical Layer 2-3 Pyramidal Neurons

Matthew H. Higgs'? and William J. Spain'-23
Neurology Section, Veterans Affairs Puget Sound Health Care System, Seattle, Washington 98108, and Departments of 2Physiology and Biophysics and
3Neurology, University of Washington, Seattle, Washington 98195

The frequency response properties of neurons are critical for signal transmission and control of network oscillations. At subthreshold
membrane potential, some neurons show resonance caused by voltage-gated channels. During action potential firing, resonance of the
spike output may arise from subthreshold mechanisms and/or spike-dependent currents that cause afterhyperpolarizations (AHPs) and
afterdepolarizations (ADPs). Layer 2-3 pyramidal neurons (L2-3 PNs) have a fast ADP that can trigger bursts. The present study
investigated what stimuli elicit bursting in these cells and whether bursts transmit specific frequency components of the synaptic input,
leading to resonance at particular frequencies. We found that two-spike bursts are triggered by step onsets, sine waves in two frequency
bands, and noise. Using noise adjusted to elicit firing at ~10 Hz, we measured the gain for modulation of the time-varying firing rate as
a function of stimulus frequency, finding a primary peak (7-16 Hz) and a high-frequency resonance (250-450 Hz). Gain was also
measured separately for single and burst spikes. For a given spike rate, bursts provided higher gain at the primary peak and lower gain at
intermediate frequencies, sharpening the high-frequency resonance. Suppression of bursting using automated current feedback weak-
ened the primary and high-frequency resonances. The primary resonance was also influenced by the SK channel-mediated medium AHP
(mAHP), because the SK blocker apamin reduced the sharpness of the primary peak. Our results suggest that resonance in L2-3 PNs

depends on burst firing and the mAHP. Bursting enhances resonance in two distinct frequency bands.
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Introduction

The ability of neurons to transmit transient signals and oscilla-
tions depends on their frequency response properties. Neuronal
frequency tuning is often investigated at subthreshold membrane
potential (V,,), by measuring the frequency-dependent imped-
ance magnitude, Z( f), the ratio of sinusoidal V,, fluctuation to
sine wave current. A peak of Z( f) shows that a neuron has sub-
threshold resonance, behaving as a bandpass filter. Subthreshold
resonance is observed in some hippocampal and cortical pyrami-
dal neurons (PNs) (Gutfreund et al., 1995; Hutcheon et al., 1996;
Leung and Yu, 1998; Hu et al., 2002; Peters et al., 2005; Naray-
anan and Johnston, 2007) but not in others (Haas and White,
2002).

The frequency response for spike output may be quantified by
the frequency-dependent gain, G( f), the ratio of sinusoidal firing
rate modulation to sine wave current. G(f) is an appropriate
measure when each frequency component of the input is small
relative to the overall fluctuation, causing sinusoidal variation of
firing probability rather than phase-locked spikes (Yu and Lewis,
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1989). G( f) behaves differently from Z( f) because of the nonlin-
earity of spike generation and the feedback mechanisms activated
by spikes. In cortical PNs, G( f) remains high above 100 Hz, at
which subthreshold V,, responses are attenuated because of the
membrane time constant (Carandini et al., 1996; Kéndgen et al.,
2008). Evidently, small, high-frequency V,, fluctuations effi-
ciently modulate firing probability. At very high frequency, the
fall of G(f) depends on the dynamics of spike generation
(Fourcaud-Trocmé et al., 2003).

With some neuronal properties and stimulus parameters,
G(f) shows a peak, or resonance. Modeling results show that
resonance can arise from subthreshold voltage-dependent cur-
rents (Brunel et al., 2003; Richardson et al., 2003) and/or spike
afterhyperpolarizations (AHPs) (Fuhrmann et al., 2002). Theory
and models suggest that an AHP of duration well matched to the
mean interspike interval (ISI) regularizes the spike train, causing
resonance at the mean firing rate (r,) and multiples thereof.
Noise reduces this resonance by disrupting the regularity of firing
(Brunel et al., 2001) but drives resonance governed by voltage-
dependent currents (Brunel et al., 2003; Richardson et al., 2003).

The present study investigated the hypothesis that the fast
afterdepolarization (fADP) and bursting seen in many cortical
PN strengthen firing resonance. PNs show a spectrum of burst-
ing tendencies. Repetitive bursting in response to constant cur-
rent is observed in “intrinsically bursting” PNs in layer 5 (Con-
nors et al., 1982) and “chattering cells” in layer 2-3 (L2-3) (Gray
and McCormick, 1996) and other layers (Steriade et al., 1998a).
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Weaker bursting is seen in “regular-spiking” (RS) PNs that burst
to sine waves of certain frequencies, noise (Schindler et al., 2006),
or natural synaptic input (Chen and Fetz, 2005; de Kock and
Sakmann, 2008). In the present study, we observed that RS PNs in
L2-3 of rat motor and somatosensory cortex burst when sub-
jected to fluctuating stimuli. Bursts provide high gain at specific
frequencies and strengthen resonance in two distinct frequency
bands. Our results suggest that bursting in L2—3 PNs may pro-
mote transmission of both slow and fast oscillations within cor-
tical circuits.

Materials and Methods

Preparation of cortical slices. Six- to 12-week-old male Sprague Dawley
rats were deeply anesthetized with isoflurane (4%) in oxygen and quickly
decapitated. The brain was removed rapidly and chilled for ~1 min in
ice-cold cutting solution containing the following (in mm): 220 sucrose,
3 KCl, 1 CaCl,, 5 MgCl,, 26 NaHCO;, 1.25 NaH,PO,, and 10 p-glucose
[bubbled with 95% O,, 5% CO, (carbogen)]. A block of the brain con-
taining the motor and somatosensory cortex was attached to the stage of
a vibrating tissue slicer (TPI) with cyanoacrylate glue, immersed in ice-
cold cutting solution, and bisected sagittally. Five 300 wm coronal slices
were obtained, from ~0 to —1.5 mm relative to bregma (Paxinos and
Watson, 1986). Slices were transferred to a holding chamber filled with
artificial CSF (ACSF) containing the following (in mm): 125 NaCl, 3 KCI,
2 CaCl,, 2 MgCl,, 26 NaHCO3, 1.25 NaH,PO,, and 20 p-glucose, bub-
bled with carbogen. The holding chamber was kept at 34°C for 1 h and
then allowed to cool to room temperature.

Recording. Intracellular recordings were obtained from RS neurons in
layer 2-3 of the dorsal neocortex using sharp electrodes (40—-100 M())
filled with 3 M KCL Most of the cells were located in the forelimb and
hindlimb motor areas, based on the rat brain atlas of Paxinos and Watson
(1986). In some experiments, the electrode solution contained 1% bio-
cytin for subsequent visualization of recorded cells. For experiments, a
slice was transferred to a submerged recording chamber and perfused at
~2 ml/min with ACSF (34°C) containing DNQX (20 um), (*)3-(2-
carboxypiperazin-4-yl)-propyl-1-phosphonic acid (5 um), and picro-
toxin (100 uM) to block AMPA/kainate, NMDA, and GABA , receptors,
respectively. Current injection and voltage recording were performed
using an Axoclamp-2A amplifier (Molecular Devices) in continuous
bridge mode. Data were filtered at 10 kHz using the single-pole low-pass
filter of the Axoclamp-2A and sampled at 20 kHz using an ITC-16 or
ITC-18 data acquisition board (InstruTECH Corporation) connected to
a Macintosh computer (Apple Computers). Current injection and data
acquisition were controlled by custom macros in Igor Pro
(WaveMetrics).

Confirmation of cell layer and type. In a subset of experiments, biocytin
was included in the electrode solution to confirm the cortical location
and cell type. After recording from one cell, the slice was fixed overnight
in 4% paraformaldehyde and the cell was visualized using the Vectastain
ABC Elite kit (Vector Laboratories), followed by development with dia-
minobenzidine and H,O, (Sigma Fast kit).

Current stimuli. The basic subthreshold membrane properties and re-
petitive firing of each neuron were characterized by injecting a series of
increasing 1 s current steps at a 20 s interval. To investigate frequency
response properties, three types of stimuli were applied: (1) sinusoidal
chirp current of varying frequency, (2) exponential-filtered noise, and
(3) “1/f noise,” the power of which varies inversely with frequency. The
total stimulus current was given by the sum of direct current (Ip) and
chirp or noise current, I;,,,(£) or I, (). In most experiments, I, was
set slightly below the current threshold of the cell (rheobase).

Chirps were described by the following:

Lpirp (1) = Asin[27n(2)], (1)

n(t) = ff(t)dt (2)
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where A is the magnitude, #(t) is the wave number, and f(t) is the time-
varying frequency. In most studies, f(t) = 1072°* for 0 < t < 60 s, giving
an exponential increase from 1 to 1000 Hz. For measurements of sub-
threshold impedance (described below), f(t) = (#/60 s)(30 Hz) for 0 <
t < 60 s, giving a linear increase from 0 to 30 Hz.

Noise stimuli were created using the random number generator in Igor
Pro. Exponential-filtered noise was generated by convolving a series of
independent, Gaussian-distributed noise samples (white noise) with a
decaying exponential, exp(—1/Tg,), Where Tg, = 1 or 5 ms as indi-
cated. The exponential-filtered noise is equivalent to noise created by an
Ornstein—Uhlenbeck process.

1/fnoise was created in the frequency domain. Random phases, — <
¢( f) < 1, were chosen from a uniform distribution, and the amplitude
of each component was scaled by the following:

A ={ ohsre

The real component, R( f), and imaginary component, I( f), at each
frequency were calculated as follows:

R(f)=A( fcosd( f), (4)
I(H=A(fsind(f). )

The 1/f noise was then inverse Fourier transformed to obtain the time-
domain stimulus and scaled as indicated.

Automated firing rate targeting. Because theoretical and modeling re-
sults show that firing resonance depends on the mean firing rate (r,)
(Brunel et al., 2001), some experiments were performed using a com-
puter feedback algorithm to adjust I, slowly to achieve and maintain a
target mean rate (ry,,,,,) while stimulating a neuron with noisy current.
Adjustment of I, was performed at ~10 s intervals (varying slightly as
data read/write operations were performed in blocks). Each adjustment
was calculated based on the firing rate “error” and a feedback gain, gg.4-
back = —5 pA/Hz:

0.05Hz = f= 10000Hz } 3)

£<0.05Hz

AIDC:gfeedback(r()i rtarget)' (6)

Burst termination by automated current feedback. To manipulate the
fADP and consequent burst firing, a real-time feedback method was used
to inject a pulse of hyperpolarizing current immediately after each spike.
The circuit used comprised an analog spike detector, a pulse generator, a
parallel resistor—capacitor (RC) circuit, and a summing amplifier. On
the down stroke of each detected spike, at V,, = —10 mV, the spike
detector output triggers the pulse generator, which sends a charging
pulse through an input resistor to the RC circuit. The summing amplifier
adds the voltage of the RC circuit to the current command sent from the
ITC-16 interface to the Axoclamp 2-A amplifier. The output of the pulse
generator was adjusted such that the circuit generated a peak current of
—1 nA after each spike, rising in 0.2 ms (the length of the charging pulse)
and decaying exponentially with a 5 ms time constant (governed by the
RC circuit). Hyperpolarizing current pulses of this amplitude and dura-
tion effectively opposed the fADP and essentially eliminated burst firing
(see Results).

General methods of analysis. Data were analyzed using custom macros
in Igor Pro. The membrane resistance (R,,) of each cell was measured
from the baseline membrane potential (V) and the mean steady-state
potential (V) 900—1000 ms after a step onset:

Rm:(vss_vrest)/l' (7)
The membrane time constant (7

) was estimated by fitting a single ex-
ponential from 1 to 50 ms after step onset:

V() =V, ot A[l—exp(—t/T,,)]. (8)
The R,, and 7,,, data reported were obtained for the largest depolarizing
step that did not elicit any spikes. For analyses of action potential firing,
spikes were detected at a threshold of —10 mV. Each spike time was taken
at the crossing of the detection threshold, and the search for threshold
crossings resumed 2 ms later.
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Measurement of frequency-dependent gain, G(f), and mean phase shift,
&(f). The linear component of the spike response to a noise stimulus was
quantified by correlation analysis (Lee and Schetzen, 1965; Guttman et
al., 1974; Bryant and Segundo, 1976). Because the neuron is a nonlinear
system, the values of G( f) and ¢( f) are specific to the stimulus applied.
The time-varying firing rate, (), was obtained by digitizing the spike
train with a bin width At equal to the sampling interval (0.05 ms):

9) :{ l/oAt

The stimulus—response correlation (c,,) and the stimulus autocorrelation
(¢ ) were calculated as follows:

where spike detected
P } )

where no spike detected

c(T)=(s()r(t+ 7)), (10)
Coo(T)=(s(t)s(t+ 7)), (11)
where 7 is the time difference, and the stimulus, s(t), is I, ;,.(f). After

windowing of ¢,,(7) and ¢ (7) (see below), the complex Fourier compo-
nents C,(f) and C( f) were obtained, and the frequency-dependent
gain and the average phase shift were calculated:

el
) =1

[Im[C, (N
$Uf) = atan e (1

where Re and Im refer to the real and imaginary parts of each Fourier
component. Positive values of ¢( f) indicate that the response lags be-
hind the stimulus.

Windows for gain and phase analysis. To maximize the range of fre-
quencies over which G( f) and ¢( f) could be estimated, a careful choice
of analysis windows for ¢,,(7) and c,(7) was required. For a given f, the
window width must be =1/f. However, with an excessively wide window,
C,,( f) becomes dominated by noise. The solution used was to calculate
the Fourier components C,( f) and C( f) ata set of discrete frequencies,
using a Gaussian window w(7) with an SD of o = 1/f:

(12)

(13)

[—7) [—f£7)
) = e 5y = oy (1)
Cal H=Jeu(Dw(r)e ™2™ dr, (15)
Co(H=[e (nw(r)e 2™ dr. (16)

This frequency-dependent Gaussian windowing reduces the noise in
each frequency component at the expense of very precise frequency res-
olution. The wavelet given by w(7)e ?™1 = exp(—f>7%/2)e” ™1 in the
time domain corresponds to a Gaussian bandpass filter in the frequency
domain, with an SD of o, = f/(2m) =~ 0.16 f. We measured C,,( f) and
C,(f) at frequency increments of 0.1 log, ,. Wider analysis windows and
finer frequency sampling did not substantially affect the measured G( f)
and ¢( f) of L2-3 PNs, but wider windows increased the measurement
noise.

Correction of ¢(f) for a fixed time delay. At high frequencies, ¢( f)
increased approximately in proportion to f, suggesting that there was a
fixed time delay between the spike-triggering current fluctuations and
the time when each spike was detected. The same observation was re-
ported by Kéndgen et al. (2008) in their study of layer five PNs. The delay
(Tdelay) Was estimated as the peak location of (7). The rising phase of
¢,(7) before the peak closely resembled the rising phase of ¢ (1), suggest-
ing that current arriving within the delay period did not influence spike
generation. The corrected phase delay was calculated as follows:

d)corrccted( f) = d)( f) —360° Xdeelay'

Measurement of the resonance peaks of G(f). The G( f) curves of most L2-3
PNs showed two peaks. To measure each peak, we first fitted the peak
with a five-term polynomial, typically fitting over a frequency range of +

(17)
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0.5 log,, from the point of highest gain. The peak frequency ( f,,...) was
then taken as the peak of the fitted curve. A measure of resonance
strength, or sharpness of the peak, was calculated as follows:

G(fpeak) _
O-S[G(O-Sfpmk) + G(preak)]

Measurement of frequency-dependent membrane impedance. In several
neurons, the subthreshold impedance magnitude, Z( f), was measured
using a chirp current stimulus increasing linearly from 0 to 30 Hz in 60 s.
The chirp current had a magnitude of 25-50 pA and was added to the
highest level of I, at which the stimulus could be applied without trig-
gering any spikes. The calculation of Z( f) was identical to that of G( f)
described above, except that the stimulus, s(t), was the chirp current, the
response, r(t), was V,,,(t), and the range of frequencies analyzed was 1-29
Hz.

Modeling. To investigate the effects of the fADP and medium AHP
(mAHP) in a minimal model, we used a single-compartment, leaky
integrate-and-fire (LIF) neuron with a fast ADP and/or a medium AHP.
The model parameters were as follows:

C,, = 500 pF
Giea = 20 nS

Srcs = 1 (18)

Membrane capacitance:
Leak conductance:

ADP conductance increment:
AHP conductance increment:

ADP decay time constant:
AHP decay time constant:
Leak reversal potential:
ADP reversal potential:
AHP reversal potential:
Spike threshold:
Post-spike reset potential:
Absolute refractory period:

AG ,pp = {0, 20} nS/spike
AGyp = 10, 5} nS/spike
Tapp = 1 ms
Tapp = 20 ms
B = —80 mV
E.pp = Exa = 70 mV
E yp = Ex = —100 mV
Vthrcshold =-5mV
Vreset = _60 mv

= 2ms.

At,

refractory

While V,, < Vi, eshola» the model behaved according to the following:
dvm/dtz(IstimulusiIm)/Cm’ (19)

Im: Gleak(Vm*Eleak) + GADP(VmiEADP) + GAHP(Vm*EAHP)’

(20)
AG\pp/d,= = Gapp/Tapps (21)
AG zpip/d,; == Gapip/ Tapp- (22)

eset fOT the absolute refractory
period, during which G, ,p and G,;;p accumulated from previous spikes
continued to decay. At the end of the refractory period, G,pp and G, yp
were incremented by AG,pp and AG,y;p, respectively, and V,, was re-
leased. Simulations were performed using Igor Pro, by first-order Euler
integration with a time increment of 0.05 ms. The simulated time was
3000 s for each set of stimulus parameters.

Data and statistics. Data reported in the text are mean = SD, except as
indicated. Data shown in figures are mean = SEM. Statistical significance
was evaluated using two-tailed Student’s ¢ tests unless otherwise stated.
Differences were considered significant when p < 0.05.

Materials. All chemicals were obtained from Sigma, except as stated
otherwise.

After reaching Vi, eshoia> Vi Was held at V,

Results

The primary data reported were obtained by recording intracel-
lularly from 36 neurons in layer 2/3 of rat neocortical slices using
sharp electrodes filled with 3 M KCI. The sharp electrode method
was chosen in preference to the whole-cell patch technique be-
cause the firing patterns investigated are altered by washout dur-
ing whole-cell recording. The resting V,, of these neurons was
—82 £ 5mV, the input resistance for depolarizing steps was 45 =
13 M(), and the membrane time constant was 17 = 3 ms. All of
the cells fired overshooting spikes and were RS based on re-
sponses to current steps. Twelve cells were filled with biocytin
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and subsequently visualized, and all of
these were found to have pyramidal mor-
phology with the soma in L2-3.

L2-3 PNs have a fast ADP and fire two-
spike bursts after rapid increases

in input

The post-spike V,, trajectories of L2—3 PNs
show a small, fast AHP, followed by a
prominent fADP, which is terminated by a
scooped descent into the mAHP (Fig. 1 A).
At the onset of a sufficiently large current
step, most L2-3 PNs generate a distinct
spike doublet (Fig. 1B). In the following
sections, we adopt a minimal definition of
bursting and refer to such doublets and
any longer clusters of spikes separated by
short (<10 ms) ISIs as bursts. We seldom
observed bursts of more than two spikes in
L2-3 PNs unless the injected current was
very large. An fADP is observed after the
second burst spike but does not usually
trigger a third spike because of summation
of the mAHP current and an increase in
spike threshold. One may observe that the
mAHP after the initial burst is deeper than
that after a single initial spike (Fig. 1C). In
most L2-3 PNs (12 of 16 tested with small
current increments of 20 pA), the transi-
tion from a single initial spike to an initial
burst occurred abruptly at a sharp current
threshold (Fig. 1D). On average, the
threshold was 690 = 226 pA, or 1.47 *
0.25 times the rheobase. The intraburst ISI
was 4.3 * 0.9 ms for a step just above the
threshold and showed relatively little
change with increasing current. The burst
ISI closely corresponded to the time from
the onset of the first spike to the peak of the
fADP, as measured during current steps
just above rheobase in the 12 neurons
found to have a sharp burst threshold (Fig.
1E), and a correlation was seen between
the fADP time and the burst IST across dif-
ferent neurons (solid regression line, r =
0.77).

L2-3 PN burst in response to

noise stimuli

To investigate whether bursting in L2-3
PNs is restricted to the stimulus onset or
can occur in an ongoing manner with dy-

namic input, we applied stimuli comprising current noise (I
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Figure1.  Spike afterpotentials and initial doublet firing. A, Average V,, trajectory of a typical L2—3 PN after each spike during

a current step slightly above rheobase, showing the fAHP, fADP, and mAHP. B, A sharp threshold for initial doublet firing was
encountered between steps of 620 pA (black, bottom trace) and 640 pA (gray, top trace). €, The initial doublet elicited by the 640
pA step was followed by a larger mAHP and a longer ISI than the single initial spike caused by the 620 pA step. D, First and last ISIs
for aseries of 1s current steps. The first IS showed a sharp change between 620 and 640 pA, whereas the last ISI did not. E, ISI for
the doublet elicited by a current step just above the doublet threshold in 12 123 PNs, plotted against the time from the onset of
thefirst spike to the peak of the fADP during a current step just above rheobase. The dotted line is the line of identity. The solid line
is the linear regression for the data points.
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Figure2. L2-3PNs fire a mixture of single spikes and two-spike bursts during noise stimuli. 4, Stimulus current (bottom), V,,

response (middle), and spike raster (top) for a cell tested with 5 ms exponential-filtered noise (o, = 0.25 nA, [, = 0.47 nA). B,
ISIs, plotted on a log axis, versus time during the 400 s stimulus. A band of short ISIs is concentrated between 3 and 6 ms, and a
broad band of long intervals is centered between 100 and 200 ms. €, ISI histogram (2 ms bins), showing peaks of short and long
intervals. D, Data from eight cells subjected to 1 ms exponential-filtered noise, showing the fraction of spikes in bursts of two or
more spikes as a function of o, Data points from the same cell are connected by dotted lines. The solid line is the linear regression
for the entire dataset. E, The same data plotted as a function of the mean firing rate.

then adjusted I, or o7 slightly to obtain r, =~ 10 Hz. After adjust-
ment, in 13 cells, r, = 9.95 £ 0.49 Hz, o, = 0.26 = 0.08 nA, and

noise)

added to direct current (Ipc). A noise stimulus simulates a bar-
rage of correlated EPSCs, eliciting V,, fluctuations similar to
those observed in neocortical PNs during active states in vivo
(Destexhe and Paré, 1999), although simple current noise does
not simulate the increased conductance associated with synaptic
input that arrives near the soma. In the example shown in Figure
2, the noise was filtered with an exponential function (g, = 5
ms, simulating a typical synaptic time constant). To measure the
firing pattern of each cell at a similar mean firing rate (r,), we
began with I, slightly below the rheobase and o, =~ 0.5 I, and

Ihe = 0.46 = 0.20 nA. This level of stimulation was tolerated well
by most L2—3 PNs; much stronger stimuli of long duration often
caused a runaway increase in firing rate and long-lasting
depolarization.

Figure 2 A shows a portion of the current stimulus (bottom),
the V,,, response (middle), and the raster of detected spikes (top).
The spike train was a mixture of single spikes and two-spike
bursts. To examine the ISI distribution, each interval was plotted
on alog scale, with the time of the second spike on the horizontal



Higgs and Spain e Conditional Bursting Enhances Resonance

A ISIs During 0.5 nA Chirp B
1000

ISIs During 0.6 nA Chirp
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tion elicited multiple spikes at longer ISIs.
At higher frequencies, each cycle triggered
a maximum of one spike. When the mag-
nitude of the chirp was increased further,
oscillations of 100-250 Hz also caused
bursting (Fig. 3 B,D,E). Bursts elicited by
slow sinusoids had relatively constant ISIs,
whereas those triggered by fast sinusoids

20 0 46 0
Time (s) Time (s)

Figure3.

0.6 nA Chirp at 200 Hz

20
0
40
-60
-80

1.46
s oo W _ W\f
0.26
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&
2}
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8 6 8 2 4 6 BE T 2 4 6 Bl
1 10 100 1000 1 10
Frequency (Hz) Frequency (Hz)
C 0.6 nA Chirp at 10 Hz 0.6 nA Chirp at 200 Hz
s
E -20
E
=

showed a range of ISIs approximately
matching the stimulus period. Similar re-
sults were observed in five of seven cells. In
the other two cells, bursts were not ob-
tained at chirp magnitudes up to 0.6 nA.
These results indicate that, in most L2-3
PNs, bursts can be elicited by low- or high-
frequency stimulus oscillations and might
therefore promote transmission of two

46. 040

Two-spike bursts can be elicited by low- or high-frequency stimulus oscillations. 4, ISIs in response to a chirp current
with a magnitude of 0.5 nA, plotted against the stimulus frequency, which increased exponentially from 1to 1000 Hzin 60 s. At
this stimulus magnitude, two-spike bursts (ISI ~4 ms, arrow) just began to appear at ~6—12 Hz. B, ISIs elicited by a chirp with
amagnitude of 0.6 nA. Alarger number of bursts were produced from ~4to 15 Hz, and an additional band appeared from ~100
to 250 Hz. The ISls of bursts elicited at low frequencies were relatively constant, whereas those obtained at high frequencies

frequency bands within a complex input.
Similar responses to chirps were reported
previously for L5 PNs (Schindler et al.,
2006). However, these authors focused on
the bursting elicited by high stimulus fre-
quencies, because the firing patterns in re-
sponse to slower sinusoids did not con-
form to their definition of bursting.

46. 050
Time (s)

approximately matched the stimulus period (gray line). C, Response to the 0.6 nA chirp at 10 Hz. A two-spike burst occurred on

each stimulus crest. In some cycles, this was followed by a third spike after a longer ISI. D, Response at 200 Hz. Two-spike bursts
were separated by long ISIs spanning many stimulus periods. £, Expanded view of a two-spike burst at 200 Hz. The spikes aligned

with successive stimulus cycles, showing a lag relative to the peak current.

axis (Fig. 2 B). The plot shows a stable firing pattern for 400 s of
continuous stimulation. Many ISIs were clustered between 3 and
6 ms, similar to burst intervals seen at the onset of current steps.
A second, broad band of ISIs was centered at 100—200 ms. The
corresponding ISI histogram (Fig. 2C) shows a large peak at 4—6
ms, followed by a slight dip and a broad peak of long intervals.
Qualitatively similar results were found in most L2-3 PNs. In the
13 L2-3 cells tested, 26 = 18% of the spikes occurred in bursts,
defined by a preceding and/or after ISI <10 ms. On average, 0.3%
of all spikes were found in the middle of a burst, both preceded
and followed by an ISI <10 ms. Thus, ~1% of spikes occurred in
bursts of at least three spikes.

When o, was varied, keeping I, constant, the fraction of
spikes in bursts increased as a function of o (Fig. 2D) and the
resulting r, (Fig. 2 E). The effect of changing I}, was more vari-
able. In general, increasing I, at levels below the rheobase
caused a greater fraction of spikes to occur in bursts, whereas
larger increases often suppressed bursting.

Bursts can be elicited by low- or high-frequency
stimulus oscillations
Bursting may contribute to the firing resonances of a neuron in
two ways. First, entire bursts may occur on the crests or rising
phases of input oscillations with a period much longer than the
intraburst intervals. Second, bursts may align with fast stimulus
oscillations that match the intraburst intervals. As an initial
method to investigate what oscillation frequencies can elicit
bursts, we injected sinusoidal currents of varying frequency
(chirps), increasing exponentially from 1 to 1000 Hz in 1 min (1
log/20 s). The chirp was added to I, set just below the rheobase,
and its magnitude was increased in successive trials.

In most cells, two-spike bursts with short ISIs first appeared at
~10 Hz (Fig. 3A,C). At lower frequencies, each stimulus oscilla-

Frequency response during

noise stimuli

To investigate the frequency tuning of PNs
using more naturalistic input waveforms,
we measured the frequency-dependent gain, G( f), and the mean
phase shift, ¢( f), of the spike response with respect to each fre-
quency component of anoise stimulus, I, ;..(t), which is referred
to here as s(t). G(f) and ¢( f) were measured by correlation
analysis of s(¢) and the digitized firing rate, r(¢) (Lee and Schetzen,
1965; Guttman et al., 1974; Bryant and Segundo, 1976) (see Ma-
terials and Methods). The analysis is illustrated in Figure 4 A-E,
showing the results for an L2-3 PN stimulated with 5 ms
exponential-filtered noise, as described above. The stimulus—re-
sponse correlation, ¢, (7) (Fig. 4B,solid line), is related to the
spike-triggered average current, where Igp (1) = ¢, (—T)/r, (Bry-
ant and Segundo, 1976). G( f) (Fig. 4C) and ¢( f) (Fig. 4D) were
obtained by Fourier analysis of the two correlations (see Materi-
als and Methods). It is apparent that ¢( f) shows a large phase lag
(positive value) at high frequencies. Much of this lag can be ac-
counted for by a fixed time delay between stimulus current fluc-
tuations and detected spikes. This delay was estimated as the
location of the peak of ¢.(7) (0.5 ms in the illustrated example),
and the resulting phase lag was subtracted to obtain the corrected
&( f) (Fig. 4E). The average G( f), ¢( f), and corrected ¢( f) in 13
L2-3 PNs stimulated with 5 ms exponential-filtered noise and
firing at ~10 Hz (Fig. 4 F-H ) show similar features to the exam-
ple cell.

These results confirm previous findings that cortical PNs can
effectively transmit high-frequency stimulus fluctuations (Car-
andini et al., 1996; Kondgen et al., 2008). In most cells, G( f) did
not fall off at frequencies up to ~400 Hz and declined by less than
halfat 1000 Hz. The true falloff may be less, because the measured
decline may result in part from technical limitations. Above 300
Hz, G( f) decreased somewhat when the pipette capacitance com-
pensation was turned off. Because capacitance cannot be com-
pensated completely, the unavoidable undercompensation may
lead to underestimation of G( f) at the upper end of the frequency
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Figure4. Measuring the gain of L2-3 PNs over a wide range of frequencies. 4, Example of current stimulus (top), V,, response (middle), and digitized firing rate (bottom) in a neuron stimulated

with 5 ms exponential-filtered noise. B, Correlation of the current stimulus with the digitized firing rate (c,,) (solid line, scale on left axis) and autocorrelation of the stimulus (c,) (dashed line, scale
on right axis). Inset shows the same correlations on an expanded timescale. The peak of ¢, was found at a delay of 0.5 ms. C, Frequency-dependent gain, G( ), calculated based on ¢, and ¢, with
frequency-dependent windowing (see Materials and Methods). D, Mean phase of response, ¢b( f) (solid line). Dashed line shows the phase delay caused by the 0.5 ms time delay estimated from the
peak of ¢,,. E, Mean phase corrected for the delay. F, Average G( f) in seven L2—3 PNs stimulated with 5 ms exponential-filtered noise, with /;, adjusted to give r, ~ 10 Hz. G, Average uncorrected

@[ f)inthese cells. H, Average ¢( f) corrected for the estimated time delay of each neuron.

range analyzed. The high gain of L2-3 PNs at high f does not
imply that a single neuron can encode a high-frequency input;
this is limited by the relatively low r,. Instead, this result suggests
that a population of PNs with common input can transmit high-
frequency signals. A rapid sinusoidal modulation of firing prob-
ability appears as a slight effect on spike timing in each individual
neuron but translates directly to a sinusoidal modulation of the
average population firing rate (Fourcaud-Trocmé et al., 2003).
G(f) shows two peaks. In cells stimulated with 5 ms
exponential-filtered noise, the first peak, which we refer to as the
“primary resonance,” was located at 8.7 * 2.4 Hz, falling slightly
below the mean firing rate of 9.95 * 0.49 Hz. The second peak,
which we call the “high-frequency resonance,” was found at
422 * 95 Hz, which corresponds approximately to the highest
intraburst firing rates observed. Thus, both resonances may have
some relationship to the ISIs of single L2-3 PNs. However, a
high-frequency resonance was seen in bursting and nonbursting
neurons, indicating that correspondingly short ISIs are not re-
quired for its generation. Experiments described below investi-
gated the influence of burst firing on the two resonance peaks.
The corrected ¢( f) (Fig. 4E,H) also has features indicating
that two resonant frequencies are present. At low f, phase leads
(negative values) are observed; because of spike frequency adap-
tation, the highest firing probability occurs on the rising phase of
slow stimulus fluctuations (Benda and Herz, 2003; Lundstrom et

al., 2008). At a frequency near the first peak of G( f), ¢( f) crosses
zero. A rapid phase change near the resonant frequency is char-
acteristic of many resonant systems, and the zero crossing was
used previously as a measure of the preferred frequency (Fuhr-
mann et al., 2002). Above ~50 Hz, phase leads are again seen, and
a shift toward phase lag is found near the high-frequency peak of
G(f), consistent with a second resonance.

Frequency response for different stimulus waveforms

Because neuronal spike generation is nonlinear, G( f) depends on
the statistics of the stimulus. For example, studies have shown
that the “steady-state” (low-frequency) gain of neurons depends
on the SD of stimulus noise (Chance et al., 2002; Longtin et al.,
2002; Fellous et al., 2003; Shu et al., 2003; Higgs et al., 2006;
Arsiero et al., 2007). Here, we investigated how frequency-
dependent gain depends on the stimulus power spectrum, mea-
suring G( f) in response to 1 ms exponential-filtered noise and 1/f
noise, in addition to the 5 ms exponential-filtered noise described
above. The 1 ms noise may be thought of as simulating very fast
synaptic currents, whereas 1/f noise contains fluctuations span-
ning multiple timescales, a property that is characteristic of some
sensory stimuli (Voss and Clarke, 1975; van Hateren, 1997) and
forms of neural activity (Teich et al., 1997; Mazzoni et al., 2007).
1/fnoise is also useful as an experimental tool because its substan-
tial power at low frequency allows one to measure gain over a
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high-frequency resonance, which was also greatest for 5 ms exponential-filtered noise. *p << 0.05.

wider frequency range. All noise stimuli were added to I,
slightly below the rheobase, and the stimulus parameters (o,
and/or I;,) were adjusted to give r, ~ 10 Hz.

The power spectra of the three stimuli are shown in Figure
5A—C (top panels), comparing noise of equal o; (0.25 nA). The
average G( f) in L2-3 PNs subjected to each stimulus is illustrated
in the bottom panels (1 ms noise, n = 8; 5 ms noise, n = 13; 1/f
noise, n = 11). In all cases, two peaks were observed. However,
the shape of the G(f) curve clearly depends on the stimulus
power spectrum. In general, the faster-fluctuating stimulus (1 ms
exponential noise) gave higher gain atlow fand lower gain at high
f compared with a slower stimulus of the same type (5 ms expo-
nential noise).

To quantify each resonance, we measured the peak frequency
(fpear) and an index of resonance strength, or peak sharpness
(Ses)- For the primary resonance, f,,., was 7.0 = 1.9 Hz for 1 ms
noise, 8.7 = 2.4 Hz for 5 ms noise, and 15.8 = 3.2 Hz for 1/fnoise
(Fig. 5D). The higher f,,, observed for 1/f noise may result from
the different firing pattern elicited by this stimulus. The slow
fluctuations present in 1/f noise caused long runs of firing at
relatively high rate, separated by long quiet periods at low rate.
Thus, most spikes occurred during periods of relatively fast firing.
If the resonance depends primarily on regularities in the pattern
of spikes and associated AHPs and ADPs, this pattern would be
expected to increase the resonant frequency. The strength (S,.)
of the primary resonance did not differ significantly between

stimuli but showed a trend toward higher values for 1 ms noise
and lower values for 1/f noise (Fig. 5E). For the high-frequency
resonance, f,., was 276 + 49 Hz for 1 ms noise, 422 = 95 Hz for
5 ms noise, and 260 = 55 Hz for 1/fnoise (Fig. 5F). The strength
of the high-frequency resonance was greatest for 5 ms noise (Fig.
5G).

These results indicate that the suprathreshold frequency re-
sponse of L2-3 PN is nonlinear, because G( f) varies substan-
tially with changes in the stimulus waveform. Gain at low fre-
quencies is higher when the stimulus contains less power at low f,
and gain at high frequencies is greater when the input has less
power at high f. This nonlinearity may promote transmission of
relatively weak frequency components of the synaptic input, pro-
viding a more balanced frequency representation in the spike
output. Transmission of weak high-frequency inputs may be bi-
ologically useful, because high-frequency signal components are
required for precise encoding of rapid changes in sensory input
and motor commands but are attenuated by the low-pass effects
of synapses and dendrites. A nonlinear boosting effect may help
to preserve high-frequency signals, particularly when these are
weak (e.g., when the synaptic input arrives on distal dendrites).

Contribution of burst spikes to the frequency response

To investigate whether bursting contributes to the two reso-
nances, we divided spikes elicited by noise stimulation into “burst
spikes” (those preceded and/or followed by an ISI <10 ms) and



1292 - J. Neurosci., February 4, 2009 - 29(5):1285-1299

A

Higgs and Spain e Conditional Bursting Enhances Resonance

r(t) | | I | I L1 l I |
Separate burst
* and isolated spikes
rburst(t) I || l
o L L1 L1 T

98

C

D

1 ms Exponential-Filtered Noise 5 ms Exponential-Filtered Noise 1/f Noise
201 201 201
. M+ T o #“‘*
< < < o
£ 157 #@* ' £ 154 H*H'H'H s 55
£ F £ = [ (e
< g Q¢¢¢ o S 101 ++ ) i r
3 0 ccem b3 ; qb ® LR §
N w N N 2§ ;
S 5 " % S 5 et g s L] 0
5 Qs Glsolated(f) “. o O Glsolated(f) 5 O Gisolated(f)
Z ol Gburst(f) m P<0.05 < | Gburst(f) m P<0.05 = o I Gburst(f) m P<O. 05
0.1 1 10 100 1000 0.1 1 10 100 1000 0.1 1 10 'IOO 'IOOO
Frequency (Hz) Frequency (Hz) Frequency (Hz)
E Burst-Sta_rting _ F Primary Resonance Strength G High-Frequency Resonance Strength
and Burst-Ending Spikes Isolated 0.6- Isolated
N - Burst * - Burst
g 167 0.2 *
£ H' ++ f 41
& 12 £ + ﬁt{l .
g *ﬂz - mE (/)
s ¥
N 2
s #4| -y Burst-starting &
§ o1, R Il3urst-enlding | | 0.0 /I i i .
0.1 1 10 100 1000 1 ms Sms . 1/f 1 ms Sms . 1/f
Frequency (Hz) Type of Noise Stimulus Type of Noise Stimulus
Figure 6.  Gain analysis for burst and isolated spikes. 4, Separate digitized firing rates, r, ,,(f) and ri;,,eq(t), Were constructed for burst and isolated spikes. Gy ( f) and Gigg)ypeq( ) Were

calculated based on the correlation between each component response and the stimulus current and were normalized by the mean rate of each subset of spikes. All data shown were obtained with
stimuli adjusted to give r, ~ 10 Hz, in cells that fired >15% of their spikes in bursts. B, Average Gy, ( ) and Gisgy,ceq( f) in response to 1 ms exponential-filtered noise (n = 6 cells). C; Five
millisecond exponential-filtered noise (n = 10). D, 1/fnoise (n = 6). Unlike the other stimuli, 1/fnoise allowed reliable measurements of G( f) at frequencies down to 0.1 Hz. E, Average G( ) for
burst-starting and burst-ending spikes, in response to 5 ms exponential-filtered noise. F, Strength of primary resonance for isolated and burst spikes, for each type of noise. G, Strength of

high-frequency resonance, showing a significantly greater value for burst spikes compared with isolated spikes for each stimulus. *p << 0.05.

“isolated spikes” (all others). Each neuron was classified as burst-
ing or nonbursting based on whether the fraction of burst spikes
exceeded the expected value for a Poisson process with an abso-
lute refractory period of 2 ms. With a mean firing rate of 10 Hz,
~15% of the Poisson spikes fall into the burst category. Thus,
neurons with >15% burst spikes were classified as bursting. This
criterion is conservative because the ISI distributions of real non-
bursting neurons show relative as well as absolute refractoriness,
reducing the percentage of burst spikes. Subsequent analysis was
restricted to bursting cells: 6 of 8 L2—3 PNs stimulated with 1 ms
exponential noise, 10 of 13 with 5 ms exponential noise, and 5 of
11 with 1/fnoise.

Digitized firing rates, 1, (f) and i 1.eq(), Were constructed
for burst spikes and isolated spikes (Fig. 6A), and G, ,( f) and
Gisolated( f) were computed based on the correlation of each re-
sponse component with the noise stimulus. The rates of burst and
isolated spikes were generally different. If the frequency-
dependent modulation of relative spike probability were equal
for the two sets of spikes, each gain curve would scale with the
rate. Thus, for comparison, Gy,.( f) and G jaeq( f) Were nor-

malized by the corresponding mean rates. The normalized gain
has units of nA ~' and represents the relative modulation of firing
probability per nanoampere of sinusoidal current.

Gpurse( f) and Gigopaeeal f) were measured for cells stimulated
with 1 ms exponential-filtered noise (Fig. 6 B), 5 ms exponential-
filtered noise (Fig. 6C), and 1/f noise (Fig. 6D). Although the
shapes of the curves varied between stimuli, the differences be-
tween burst and isolated spikes were consistent. In each case,
burst spikes provided higher gain around the primary resonance
peak and lower gain between the two peaks. Surprisingly, the
measured strength (S,.,) of the primary resonance (Fig. 6 F) did
not differ between isolated and burst spikes with 1 and 5 ms noise,
although burst spikes showed stronger resonance with 1/f noise.
This result indicates that bursts did not consistently produce a
sharper resonance peak within the frequency range used to mea-
sure S,e (0.5 fpeal 10 2 foeqr). However, bursts did provide higher
gain at the peak relative to more widely separated frequencies on
either side. For the high-frequency peak, S,., was higher for burst
spikes compared with isolated spikes with all three noise stimuli
(Fig. 6G). This was primarily a consequence of lower gain be-
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tween the two peaks. For 1 and 5 ms exponential-filtered noise,
we also observed slightly greater gain at the high-frequency peak.

The high G, ( f) around the primary resonance peak indi-
cates that the probability of bursting was most strongly modu-
lated by stimulus oscillations with periods of ~100 ms. The rel-
atively low Gy, ( f) for slower oscillations was likely caused by
adaptive mechanisms (Benda and Herz, 2003) (e.g., AHP cur-
rents, Na© channel inactivation, and Kv7 channel activation)
that may build up during each stimulus elevation.

The low Gy, ( f) between the two peaks (~50-130 Hz) sug-
gests that intermediate-frequency stimulus oscillations do not
strongly modulate the probability of burst firing. However, a low
Gpurst( f) may also result directly from tightly distributed intra-
burstintervals. This may be appreciated by considering a scenario
in which each burst interval is exactly 5 ms. In this case, the
probability of triggering the first spike of each burst may be
strongly modulated by a 100 Hz sine wave current, but the gain at
100 Hz (and 300 Hz, 500 Hz, . . . ) will be zero. The gain must be
zero because the spike response, 7(t), has zero power at 100 Hz,
because the phase difference between each burst spike and its
partner is exactly 180°.

To determine whether stereotyped intraburst intervals are
primarily responsible for the low G, ( ) between the two res-
onance peaks, we computed G( f) separately for burst-starting
and burst-ending spikes. By removing the potentially out-of-
phase partner spike, this analysis will reveal the features of
Gpurst( f) that do not depend directly on the intraburst intervals.
The results obtained with 5 ms exponential-filtered noise are
illustrated in Figure 6 E. The G( f) curves for burst-starting and
burst-ending spikes both show two peaks separated by a large dip
with a minimum at 80100 Hz (Fig. 6 E). These data suggest that
the low Gy, (f) at 50—130 Hz does not arise primarily from
tightly distributed intraburst intervals. Rather, oscillations in this

frequency range are not effective at triggering two spikes sepa-
rated by a short ISI.

Burst suppression by automated current feedback

The results described above indicate that burst and isolated spikes
make different contributions to the two firing resonances. To
investigate the effects of altered bursting on the overall frequency
response without using potentially nonselective pharmacological
agents, we applied burst suppression (BSP) by automated current
feedback (Fig. 7A) (see Materials and Methods). On the down
stroke of each detected spike, a pulse of hyperpolarizing current
was added to the stimulus. Each pulse had a rise time of 0.2 ms
and a peak of —1 nA, and decayed exponentially with a time
constant of 5 ms. During test current steps slightly above the
rheobase, BSP reduced the fADP and increased the steepness of
the following AHP (Fig. 7B). When larger steps were applied, BSP
prevented initial doublet firing (Fig. 7C) but had little effect on
the adapted firing rate (Fig. 7D).

We next investigated the effect of BSP on bursting in response
to 1/f noise. Stimulus blocks 2 min in duration were applied,
alternating five control blocks and five blocks with BSP. The ef-
fect on the firing pattern is illustrated by plotting the ISIs on a log
axis, as a function of the total stimulus time (Fig. 7E). A band of
short intervals is observed for each control period (black dots)
but is absent for periods when BSP was applied (gray dots). In five
L2-3 PNs, BSP reduced the percentage of spikes in bursts from
40 = 41t03 = 2% ( p = 0.0005) but had relatively little effect on
1o (control, 10.3 = 1.0 Hz; BSP, 9.2 £ 1.1 Hz).

Finally, we calculated G( f) for control and BSP blocks, nor-
malizing by 7, to correct for the small change that occurred (Fig.
7F). BSP lowered gain from 4 to 30 Hz and at the high-frequency
peak (~250 Hz) and reduced the strength of the primary and
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high-frequency resonances (Fig. 7G). These results are consistent
with the hypothesis that bursting enhances both resonances.

We note that the effect of BSP differs fundamentally from the
previously described analytical treatment in which only the first
or last spike of each burst was considered (Fig. 6 E). The effect of
BSP on the primary resonance depends on a change in the inter-
burst intervals, which might result from the interaction of the
burst mechanism and the mAHP. In control conditions, the large
mAHP produced by each burst may regularize the output spike
train, contributing to the primary resonance. BSP leaves only the
smaller mAHPs that follow single spikes, which may account for
the weakening of resonance. The studies described below tested
the hypothesis that the SK channel-mediated mAHP contributes
to resonant firing.

Effects of the SK channel-mediated mAHP

Although resonance can be amplified by a fast positive feedback
mechanism such as the fADP, the primary requirement is nega-
tive feedback that is slow relative to the output dynamics (e.g., the
membrane time constant for resonance of V,,) (Hutcheon and
Yarom, 2000). For firing resonance at ~10 Hz, we hypothesized
that the mAHP current mediated by small-conductance Ca**-
activated K™ (SK) channels might contribute to this negative
feedback. To test this hypothesis, we applied the SK blocker
apamin (100 nm), which has been shown to reduce the mAHP in
rat L2-3 PNs (Abel et al., 2004). Typical effects of apamin on the
fADP and mAHP are illustrated by the V,, trajectory after a single
spike elicited by a 3 ms current pulse, holding I, just below the
rheobase (Fig. 8 A). The drug causes a slight increase in the height
of the fADP, followed by a slower descent into a smaller mAHP.

These results indicate that activation of SK channels normally
limits the height and width of the fADP.

We measured the effects of apamin on burst firing and G( f) in
seven L2-3 PNs, using 5 ms exponential-filtered noise (o, =
0.28 = 0.10nA). Because SK channels are known to control firing
rate in neocortical PNs (Schwindt et al., 1988; Lorenzon and
Foehring, 1992) and G( f) depends on r,, we held r, at ~10 Hz
throughout each experiment by automated adjustment of I,
(see Materials and Methods). Apamin data were taken after this
adjustment stabilized, showing complete wash in of the drug. On
average, I, was lowered from 0.47 £ 0.21 t0 0.39 £ 0.22 nA, and
ro was 10.2 = 0.2 Hz in control solution and 10.1 = 0.1 Hz in
apamin. Despite the adjustment of I,, apamin increased burst-
ing in most cells (Fig. 8 B, D), as expected based on the increased
height and width of the fADP.

Analysis of G( f) showed that apamin increased gain at 1-10
Hz, reduced gain slightly at 40—100 Hz, and had little effect at
higher frequencies (Fig. 8C). Higher gain at low f is consistent
with previous studies showing that apamin increased gain deter-
mined from the steady-state firing rate at the end of long current
steps (Schwindt et al., 1988; Lorenzon and Foehring, 1992) and
increased stimulus—response coherence for low-frequency com-
ponents of a noise stimulus (Ellis et al., 2007). Lower gain at
40-100 Hz most likely resulted from the greater fraction of spikes
in bursts, based on our analysis of isolated and burst spikes de-
scribed above. Apamin did not eliminate the primary resonance
but lowered f,,., (Fig. 8 E) and reduced S,., (Fig. 8 F).

Apamin had no significant effect on the peak frequency or
strength of the high-frequency resonance (data not shown). This
result was surprising to us, because the BSP experiments de-
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Methods). A, V,, trajectory after the first spike during a just-suprathreshold current step (501 pA; theobase, 500 pA) in models with
and without a fast ADP, both including a medium AHP. Aftera V,, reset (simulating the fAHP), the combination of ADP and AHP
currents causes a rising and falling V,, trajectory. B, Responses to current steps (middle, 0.6 nA; top, 0.7 nA). The ADP * model
(right) generates an nitial two-spike burst during the 0.7 nA step. G, ISIs in response to 5 ms exponential-filtered noise (o, = 0.25
nA, Ipc = 0.50nA). The ADP * model produces two bands of ISIs, similar to L2—3 PNs. D, IS! histogram for the ADP ~ model (2 ms
bins) shows few short ISIs. E, IS| histogram for the ADP * model has a large peak of short ISIs and a second, broad peak of long

intervals.

scribed above showed that manipulation of bursting altered the
sharpness of this resonance. We considered the possibility that
the lowering of I, required to maintain the target firing rate
somehow prevented a change in high-frequency resonance, per-
forming several control experiments (n = 4) in which I, was
lowered by a similar amount without applying apamin. This re-
duced r, from ~10 to ~5 Hz but had no consistent effect on the
fraction of spikes in bursts. Lowering I, reduced the absolute
gain at high frequencies but did not alter the shape of the high-
frequency peak or the measured S, (data not shown). This result
suggests that adjustment of I, is unlikely to have masked an
effect of apamin on high-frequency resonance. This issue is con-
sidered further in Discussion.

Our data indicate that SK channels contribute to shaping the
primary resonance. However, assuming that 100 nM apamin was
sufficient to block most of the SK channels, these results also
suggest that additional negative feedback mechanisms capable of
supporting resonant firing are present in L2-3 PNs. These may
include slow AHP currents, Na* channel inactivation, and
voltage-gated K™ currents that may contribute to the mAHP.

An additional possibility is that firing resonance arises in part
from subthreshold voltage-gated currents. To examine this, we
measured the frequency-dependent membrane impedance,
Z(f),inL2-3 PNs (n = 4), holding V,,, just below spike threshold
by addition of I, (see Materials and Methods). In these cells,
Z( f) decreased monotonically over the frequency range tested,
from 0 to 30 Hz (Fig. 8G). Although extensive studies of this type
were not performed, the results suggest that firing resonance in
L2-3 PNs may be caused primarily by spike-dependent
mechanisms.

Bursting enhances firing resonance in a minimal model
To explore the generality of the observed effects of bursting on
G( f) and to elucidate the minimal mechanism required, we per-
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formed simulations using  single-
compartment LIF models with a spike-
dependent mAHP current, with and
without a fast ADP current (ADP* and
ADP 7, respectively). These models lack
any subthreshold resonance, so any firing
resonance depends entirely on the spike-
dependent currents. The model parame-
ters (see Materials and Methods) were

Time (s) chosen to give V., 7,,, firing rates, and
stimulus-dependent bursting similar to
those of a typical L2—3 PN.

ADP+ After a single spike during a just-

suprathreshold current step, the ADP™
model generates a biphasic V,, trajectory,
whereas the ADP ~ model shows a mono-
tonic descent into the mAHP (Fig. 9A). At
the onset of sufficiently large current steps,
the ADP * model generates an initial dou-
blet followed by single spikes (Fig. 9B, top
right). In response to noise, the ADP™
model produces a distinct subdistribution
of short ISIs, in addition to a broad group
of long intervals (Fig. 9C,E). In contrast,
the ADP~ model does not fire at short
ISIs, either at the onset of current steps
(Fig. 9B, left) or during a noise stimulus
(Fig. 9C,D), unless the applied current is
extremely large.

To investigate how burst firing affects the frequency response,
we measured G( f) based on responses of the nonbursting ADP ~
model (Fig. 10A) and the bursting ADP © model (Fig. 10B) to 5
ms exponential-filtered noise (o; = 0.25 nA). For each model,
four levels of I, were chosen to give r, = 5, 10, 15, and 20 Hz
(blue, green, orange, and red curves, respectively). In each case,
G(f) showed a primary peak near or below r, (Fig. 10C). The
ADP " model also produced a small high-frequency resonance at
~250 Hz, particularly when r, > 10 Hz. However, the high-
frequency peak was much smaller than that of L2-3 PNs, and no
high-frequency resonance was obtained in the nonbursting
model. These differences between the models and recorded neu-
rons likely arise because the models did not include fast ionic
mechanisms such as Kvl channels that are present in L2-3 PNs
(Guan etal., 2006, 2007a) and have been shown to increase high-
frequency suprathreshold resonance in neurons elsewhere in the
brain (Slee et al., 2005).

Compared with the ADP~ model, the ADP* model gave
slightly lower f,,.. at each r,, (Fig. 10C) and greater S, at o, = 10
Hz (Fig. 10 D). These results suggest that bursting driven by a fast
ADP can increase firing resonance in a neuron with spike-
dependent negative feedback provided by a medium-duration
AHP.

To confirm that the AHP was necessary for the resonance,
simulations were performed using ADP~ and ADP* models
lacking the AHP current. The only spike-dependent negative
feedback was a small V,, reset (to 5 mV below threshold) and an
absolute refractory period of 2 ms (same parameters used in the
simulations described above). In the absence of the AHP current,
the ADP current does not produce a distinct bump in the post-
spike V,, trajectory but simply causes a more rapid rise in V,, for
a short time after the refractory period.

The G(f) curves of the AHP ~ models (Fig. 10E,F) are pre-
dominantly low pass, showing no primary resonance. The AHP ~
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Figure 10.  Bursting amplifies firing resonance in a minimal model. Simulations were per-

formed with 5 ms exponential-filtered noise (o, = 0.25 nA). A, G( f) for the nonbursting
(ADP ) model. Here and in subsequent panels, levels of /- were chosen to give r, = 5,10, 15,
and 20 Hz (blue, green, orange, and red, respectively). B, G( f) for the bursting (ADP *) model,
showing higher gain at the primary peak and a small high-frequency resonance at ~250 Hz. C,
At each ry, the primary resonant frequency ( f,) was slightly lower in the bursting model. D,
The strength of the primary resonance (S,,) was higher in the bursting model for r, = 10, 15,
and 20 Hz. E, G( f) for basic LIF model (AHP ~ ADP ™), showing low-pass behavior. F, In the
absence of an AHP current, adding the ADP current increased gain at low fand created a small
high-frequency resonance. G, Effect of reducing the AHP current by half. Control responses
(dashed lines) are from the bursting model illustrated in B. H, Reducing the AHP increased the
fraction of spikes in bursts. I, Reducing the AHP lowered the primary resonant frequency at each
r5.J, Reducing the AHP decreased the strength of the primary resonance at each r,.

ADP* model has a high-frequency peak at ~250 Hz, but this
remains much smaller than the high-frequency resonance of
L2-3 PNs. The absence of a peak at f = r, confirms that the AHP
current (or another slow negative feedback mechanism) is neces-
sary for the primary resonance. Without the AHP current, the
ADP current greatly enhances gain at low frequencies (Fig. 10,
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compare E, F). In contrast, when the AHP is present, the ADP
increases gain only slightly at f << r,,, and its effect is greatest near
freak (Fig. 10, compare A, B).

The simulated effects of completely removing the AHP differ
from our experimental results obtained using the SK channel
blocker apamin, which altered but did not eliminate the primary
resonance. A likely explanation is that SK channels carry only part
of the mAHP current, and apamin does not affect other slow
feedback mechanisms present in L2-3 PNs (e.g., slow AHPs, Na *
channel inactivation, and M current). Thus, we also simulated
partial blockade of the AHP, reducing the conductance triggered
by each spike from 5 to 2.5 nS. The resulting G( f) curves are
shown in Figure 10G (solid lines), along with the corresponding
data for the standard bursting model (dashed lines). It is apparent
that reducing the AHP enhanced gain for f < r,,.

The effect of the simulated partial block of the AHP was some-
what complex because of the interaction between the ADP and
the AHP. Reducing the AHP current increases the height and
width of the ADP (the effect of apamin shown in Fig. 8 A) and
thereby increases the fraction of spikes in bursts (Fig. 10 H). This
may account in part for a lowering of f,,., (Fig. 101), similar to
the effect of adding ADP current. However, reducing the AHP
decreased S,., (Fig. 10]). This effect cannot be explained by the
increase in bursting but results directly from the loss of negative
feedback that controls gain at low frequencies.

In summary, the effects of reducing the AHP in the model are
similar to those of apamin in L2-3 PNs. The model results indi-
cate that spike-dependent AHP and ADP currents can generate
and amplify a primary firing resonance similar to that of L2-3
PNs.

Discussion

We found that L2-3 PN classified as RS based on firing to cur-
rent steps generate single spikes and two-spike bursts in response
to fluctuating input. Bursting enhances the primary firing reso-
nance and can also sharpen a high-frequency resonance.

The spectrum of bursting neurons

The bursts observed in the present study resemble those of L2-3
chattering cells (Gray and McCormick, 1996; Brumberg et al.,
2000). Unlike L5 intrinsically bursting (IB) neurons (Connors et
al.,, 1982), which often fire bursts of three to six spikes, chattering
cells fire single spikes or doublets during just-suprathreshold cur-
rent steps and add spikes to each burst when the current is in-
creased. The burst pattern reflects the underlying mechanism. In
IB neurons, bursts are driven by Ca®"-dependent dendritic
spikes (Helmchen et al., 1999; Williams and Stuart, 1999). In
contrast, bursts in chattering cells do not require Ca** current
but depend on persistent Na™ current, which contributes to a
brief fADP (Brumberg et al., 2000). Chattering cells may overlap
with RS PNs in L2-3. RS and chattering cells have similar mor-
phology (Nowak et al., 2003), and many RS cells burst during
ionic and pharmacological manipulations (Brumberg et al., 2000;
Traub et al., 2003). The present results show that RS PNs in L2-3
burst in response to fluctuating stimuli without any nonphysi-
ological treatments.

A difference between RS neurons and dedicated chattering
cells is the length of intraburst intervals: ~3-5 ms in our RS
neurons compared with ~2-2.5 ms in chattering cells (Nowak et
al., 2003). Shorter ISIs should promote resonance at higher fre-
quencies, consistent with suggestions that chattering cells sup-
port gamma (25-70 Hz) oscillations (Gray and McCormick,
1996; Wang, 1999; Cunningham et al., 2004). Our findings sug-
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gest that the looser bursts of L2—3 RS neurons are not triggered
efficiently by 50—130 Hz stimuli. Thus, bursting in RS cells may
support slower oscillations.

Resonance in cortical PNs and the role of bursting

Our results show that L2—3 PNs have two firing resonances, and
both can be enhanced by bursting. The SK channel-dependent
mAHP also contributes to the primary resonance. Previous stud-
ies reported subthreshold resonance mediated by HCN channels,
Kv7 channels, and persistent Na* current in several types of
hippocampal and neocortical PNs (Gutfreund et al., 1995;
Hutcheon et al., 1996; Leung and Yu, 1998; Hu et al., 2002; Peters
etal., 2005). However, to our knowledge, subthreshold resonance
has not been described in neocortical L2—-3 PNs. We measured
the frequency-dependent membrane impedance in a small sam-
ple of cells and did not find a peak (Fig. 8G), suggesting that
spike-dependent mechanisms mediate the primary resonance. It
remains possible that L2—3 PNs show subthreshold resonance for
dendritic input, because studies of other PNs have shown that
dendrites have strong subthreshold resonance caused by I,
(Narayanan and Johnston, 2007).

Our observation that bursting can sharpen high-frequency
resonance is consistent with previous observations in L5 PNs
(Schindler et al., 2006). We found that high-frequency resonance
was stronger for burst spikes than for isolated spikes, and BSP
using automated current feedback weakened high-frequency res-
onance. However, substantial resonance remained in the absence
of bursts. Surprisingly, apamin did not alter the high-frequency
resonance, despite a large increase in bursting. It remains un-
known why BSP altered high-frequency resonance but apamin
did not. A possible explanation is that the BSP studies used 1/f
noise, causing resonance at ~270 Hz, whereas the apamin exper-
iments used 5 ms exponential-filtered noise, giving a resonant
frequency of ~400 Hz. The intraburst firing rate of ~250 Hz may
synchronize well with the resonance obtained with 1/f noise but
not with the faster resonance observed in response to 5 ms expo-
nential noise.

Our results suggest that bursting can sharpen the high-
frequency resonance under some conditions but is not its sole
cause. Another potentially important mechanism of high-
frequency resonance in PNs is a dynamic spike threshold (Azouz
and Gray, 2000, 2003), which may arise from Na * channel inac-
tivation and rapidly activating K™ channels (Schwindt et al.,
1988; Spain et al., 1991; Bekkers and Delaney, 2001; Guan et al.,
2007a,b).

Remaining questions about natural input

The present results show that bursting in L2—3 PNs depends on
large stimulus fluctuations, which are present in natural synaptic
input (Destexhe and Paré, 1999). An important remaining ques-
tion is how synaptic conductance will affect the firing patterns of
these cells. In general, conductance reduces low-frequency V,,
excursions. This may inhibit bursting by reducing frequency
components effective for burst triggering (e.g., ~10 Hz). Bursts
have been observed in L2—3 PN in vivo (de Kock and Sakmann,
2008), indicating that natural conductance does not preclude
bursting. In this study, bursts similar to those reported here ac-
counted for ~15% of spikes in the awake state but were essen-
tially absent under anesthesia. This result suggests that bursts in
L2-3 PNsare enabled by activity or modulatory factors associated
with alertness and may then contribute to functions including
oscillatory synchronization, synaptic reliability (Lisman, 1997),
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and triggering of dendritic plateau potentials that regulate synap-
tic plasticity and dendritic integration (Larkum et al., 1999).

High synaptic conductance is also likely to affect the firing
resonance of L2-3 PNs. In stellate cells of the entorhinal cortex,
increasing conductance by dynamic clamp reduced subthreshold
theta oscillations and spike clustering at theta frequency caused
by the mAHP (Fernandez and White, 2008). Based on this and a
possible reduction of bursting, we expect that the primary reso-
nance of L2-3 PNs will be smaller in high-conductance states.
Experiments to investigate this will require recently developed
techniques for dynamic clamp using high-resistance electrodes
(Brette et al., 2008), because we find that burst firing in L2-3 PNs
is greatly weakened and AHPs are reduced by washout during
whole-cell recording.

Bursts and isolated spikes as channels of neuronal output

We find that bursts and isolated spikes encode different fre-
quency components of the simulated synaptic input and may
thereby function as distinct output channels. Similar results were
obtained in electrosensory pyramidal neurons of electric fish
(Oswald et al., 2004). When these cells were stimulated with
band-limited noise (0—60 Hz), bursts showed higher coherence
with low stimulus frequencies, whereas isolated spikes had
greater coherence with higher frequencies. Similarly, we find that
Gpurst( f) 1s higher than Gj,eq( f) from ~2 to 30 Hz and lower
from ~30 to 200 Hz. Our results and theirs both suggest that
bursts encode low-frequency input within the range from 2 to 60
Hz. Our studies provide information about a wider frequency
range, showing that burst spikes in L2-3 PNs do not provide
higher gain below 1 Hz and show similar gain to isolated spikes
above ~300 Hz.

To function as a channel of output, bursts must be detected
selectively by postsynaptic targets. This may be enabled by short-
term synaptic facilitation (Lisman, 1997; Williams and Stuart,
1999). In the neocortex, excitatory synapses onto “low-
threshold-spiking” (LTS) interneurons show strong facilitation
(Thomson et al., 1995; Thomson and Deuchars, 1997; Beierlein et
al., 2003; Watanabe et al., 2005; Ali and Nelson, 2006; Ali et al.,
2007). A few studies have reported facilitation at excitatory syn-
apses onto fast-spiking (FS) interneurons (Thomson, 1997;
Thomson and Deuchars, 1997), whereas several other studies
showed depression at PN-FS connections (Beierlein et al., 2003;
Watanabe et al., 2005; Ali and Nelson, 2006; Ali et al., 2007), and
synapses from L2-3 PNs to other PNs in L2-3 or L5 generally
depress (Williams and Atkinson, 2007). These findings suggest
that signals encoded by bursts in L2—-3 PNs may be transmitted
selectively to LTS cells and perhaps to subtypes of FS cells.

Implications for epilepsy

Although the stimuli applied in the present studies are quite dif-
ferent from the strong synaptic input that PNs receive during
seizures, our results are consistent with the idea that bursting in
L2-3 PNs may contribute to epileptiform activity. Neocortical
oscillations at ~10 Hz are observed in vivo and in brain slices
under conditions of enhanced excitability (Silva et al., 1991; Flint
and Connors, 1996; Lukatch and Maclver, 1997; Steriade et al.,
1998b; Castro-Alamancos, 2000, 2006; Castro-Alamancos and
Rigas, 2002; Castro-Alamancos et al., 2007). Oscillations at 10 Hz
occur while GABA receptors are blocked (Flint and Connors,
1996), suggesting that they are generated by the excitatory net-
work. The present results suggest that bursting in L2—3 PNs may
promote these oscillations by increasing gain at ~10 Hz. Consis-
tent with this, blocking persistent Na* current, which reduces
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bursting in chattering neurons (Brumberg et al., 2000) and RS
PNs (Traub et al.,, 2003), eliminated 10 Hz oscillations but pre-
served the primary spike-and-wave discharge (Castro-
Alamancos et al., 2007).

Bursting in L2—-3 PNs may also contribute to fast ripple oscil-
lations (250-500 Hz) that have been recorded in the neocortex of
epileptic patients and may be involved in seizure initiation or
propagation (Bragin et al., 1999; Worrell et al., 2004; Jirsch et al.,
2006). By sharpening the high-frequency resonance, the bursting
mechanism of L2-3 PNs may promote network synchronization
at fast ripple frequency, particularly when strong synaptic input
causes many spikes to occur in bursts or longer runs at high rates.
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