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Brains function through interactions
between millions of neurons distributed
across many different cortical and subcor-
tical areas. These interactions result in
global activity patterns that can be mea-
sured using noninvasive electrophysio-
logical techniques in humans, such as
EEG. To bridge the gap between electro-
physiological processes that take place at
the level of single neurons and the large
scale processes that are reflected in the
EEG, mean field models are employed.
Neural mean field models are constructed
by averaging microscopic variables (e.g.,
membrane potentials) over pieces of neu-
ral tissue. The idea behind this approach is
that the activity of an individual neuron is
not effective in influencing a target area
unless its activity is paralleled by many
other neurons; the so-called mass action
principle (Freeman, 1975). The averaged
variables in mean field models reflect this
common activity of local neuronal popu-
lations and are commonly used as a model
for measures of large-scale neural activity
(Deco et al., 2008).

One particularly prominent feature of
the EEG is the alpha rhythm. The term
alpha rhythm refers to periodic fluctua-
tions of the electrophysiological signal be-
tween 8 and 12 Hz and was first observed
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over 80 years ago (Berger, 1929). While
behavioral and cognitive correlates of the
alpha rhythm in humans are well docu-
mented, there is still no consensus on the
biophysical mechanisms behind its gener-
ation or on its dynamics. Some researchers
claim that the alpha rhythm is generated
by so-called pacemaker cells, located ei-
ther in the cortex or in thalamic nuclei,
and propagates from there to other struc-
tures. Others suggest that no single group
of cells is responsible for the generation of
the alpha rhythm, but instead it emerges
through interactions between distrib-
uted neural populations in cortex and/or
thalamus. Accordingly, initial mean field
modeling of the alpha rhythm concentrated
on distributed neural populations within
these structures.

A new direction was initiated with the
model proposed by Rennie et al. (2002)
and developed in subsequent studies in
which both cortex and thalamus were in-
cluded. According to this model, which
forms the basis for a recent paper by
Freyer et al. (2011), cortex and thalamus
are individually incapable of sustaining al-
pha activity. Instead, the alpha rhythm
emerges from the reciprocal connections
between cortex and thalamus.

Work over the past 20 years has fo-
cused on whether the dynamics of the al-
pha rhythm are linear or nonlinear. In the
context of dynamical systems, linearity
and nonlinearity correspond to fixed-point
and limit-cycle dynamics, respectively. In
systems exhibiting fixed-point dynamics,

oscillations emerge through a passive mech-
anism so that oscillations are produced only
when the system receives external input. In
contrast, in systems exhibiting limit-cycle
dynamics, oscillations emerge and are sus-
tained within the system in an active fash-
ion, even in the absence of input. Although
most experimental evidence pointed toward
fixed-point dynamics in the alpha rhythm,
some evidence was found for the existence
of limit-cycle dynamics (Stam, 2005). The
study by Freyer et al. (2011) resolves these
apparently conflicting views by demonstrat-
ing that the EEG alpha rhythm is bistable: it
constantly switches between fixed-point
and limit-cycle dynamics under the influ-
ence of stochastic input.

By augmenting a previously developed
mean field model of the thalamocortical
circuit, the authors propose a biophysical
mechanism that can explain the dynamics
of amplitude fluctuations observed in the
human EEG (Freyer et al., 2009). The pro-
posed mechanism contains two compo-
nents. First, in addition to a “waxing
and waning” rhythm, which reflects the
dynamics of the thalamocortical circuit
around a stable fixed point, the authors hy-
pothesize that bistability of amplitude fluc-
tuations is caused by the vicinity of a limit
cycle. Specifically, due to stochastic fluctua-
tions in the dendritic trees of thalamocorti-
cal relay cells, the thalamocortical circuit
switches erratically between a fixed point
and a limit cycle. The low- and high-
amplitude power modes in the EEG cor-
respond to fixed-point and limit-cycle
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dynamics, respectively. Using bifurcation
theory, the authors show that the transi-
tion between these two modes is a so-
called subcritical Hopf bifurcation—a
dynamical mechanism through which
high-amplitude oscillations can emerge.
Using model simulations, they further
show that the proposed mechanism quan-
titatively agrees with empirical EEG data
in two respects: (1) the standard deviation
of each power mode scales in proportion
to its mean; and (2) the distribution of
time spent in the two activity modes fol-
lows a long-tailed, stretched exponential
form. Second, while stochastic fluctua-
tions can explain the experimentally ob-
served bistable behavior, its exact statistics
[characterized by (1) and (2) above] could
only be explained by assuming a depen-
dence of the strength of the stochastic
fluctuations on the feedback from cortex
to thalamocortical relay cells. Freyer et al.
(2011) speculate that such dependence
could be mediated by the effective gating of
NMDA receptors by AMPA receptors.

The work described above provides a
biophysical explanation for multistability
of the alpha rhythm in the EEG of healthy
humans at rest. Multistable dynamics in
large-scale neuronal networks appear to
be a widespread phenomenon and is
therefore of great interest. The strength of
the approach taken by Freyer et al. (2011)

lies in the use of a physiologically inspired
mean field model. The use of such models
allows direct inferences concerning the
biophysical mechanisms underlying the
observed phenomena and are greatly en-
hancing our understanding of brain func-
tion and dysfunction. Many disorders of
the nervous system, both neurological (e.g.,
epilepsy, dementia) and psychiatric (e.g.,
psychosis, schizophrenia) are characterized
by abnormal large-scale neural dynamics.
Mean field modeling of these dynamics will
provide detailed insight into the physiology
that causes these disorders.

Large-scale neural dynamics are also
thought to play an important role in nor-
mal brain function. However, much of the
work, including the work by Freyer et al.
(2011) focuses on “spontaneous” activity
patterns (i.e., signals collected in the ab-
sence of a controlled context). This leaves
the question of how multistable neural
dynamics are paralleled by dynamics in
perception or behavior untouched. Over
the past years, approaches using simulta-
neous monitoring of large-scale neural ac-
tivity in specific task contexts have already
provided some insight into the nature of
brain-behavior interactions (Varela et al.,
2001). Mean field modeling provides an
excellent framework for advancing our
understanding of such interactions be-
cause it is grounded in physiologically
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plausible processes. Embedding neural
mean field models to include environ-
mental and/or behavioral parameters will
allow the study of how specific neuro-
physiological processes are constrained by
behavioral and environmental parame-
ters and vice versa.
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