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Ventral Striatum Encodes Past and Predicted Value
Independent of Motor Contingencies
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The ventral striatum (VS) is thought to signal the predicted value of expected outcomes. However, it is still unclear whether VS can encode
value independently from variables often yoked to value such as response direction and latency. Expectations of high value reward are
often associated with a particular action and faster latencies. To address this issue we trained rats to perform a task in which the size of the
predicted reward was signaled before the instrumental response was instructed. Instrumental directional cues were presented briefly at
avariable onset to reduce accuracy and increase reaction time. Rats were more accurate and slower when a large versus small reward was
at stake. We found that activity in VS was high during odors that predicted large reward even though reaction times were slower under
these conditions. In addition to these effects, we found that activity before the reward predicting cue reflected past and predicted reward.
These results demonstrate that VS can encode value independent of motor contingencies and that the role of VS in goal-directed behavior

is not just to increase vigor of specific actions when more is at stake.

Introduction

Traditionally, ventral striatum (VS) has been thought of as a
“limbic—motor” interface (Mogenson et al., 1980), a hypoth-
esis that was originally derived from its connectivity with lim-
bic and motor output regions (Groenewegen and Russchen,
1984; Heimer et al., 1991; Brog et al., 1993; Wright and Groe-
newegen, 1995; Voorn et al., 2004; Gruber and O’Donnell, 2009).
Through these connections, the ventral striatum is thought to
integrate information about the value of expected outcomes with
motor information to guide motivated behavior. Consistent with
this proposal, lesions of VS impair changes in response latencies
associated with different quantities of reward and impact other
behavioral measures of vigor, salience and arousal that reflect the
value of expected rewards (Berridge and Robinson, 1998; Hauber
et al., 2000; Cardinal et al., 2002a,b; Di Chiara, 2002; Giertler et
al., 2003).

More recently, it has been suggested that predicted value sig-
nals generated in VS might be used for functions other than en-
ergizing actions (van der Meer and Redish, 2011). In these
models, downstream brain areas receive predictive value signals
from VS so that reinforcement learning (actor-critic) and deci-
sion making (good-based economic choice) can occur (Barto,
1995; Houk et al., 1995; Sutton and Barto, 1998; Joel et al., 2002;
Redish, 2004; Niv and Schoenbaum, 2008; Takahashi et al., 2008;
Padoa-Schioppa, 2011). Unlike models that suggest that the
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function of VS is to interface value with motor output, these
models require that value be represented independently from
motor contingencies.

Unfortunately, it is still unclear whether VS can represent
value in this way because studies examining activity in VS have
either varied expected reward value or the instrumental response
or have manipulated both simultaneously (Schultz et al., 1992;
Carelli and Deadwyler, 1994; Bowman et al., 1996; Shidara et al.,
1998; Hassani et al., 2001; Carelli, 2002; Cromwell and Schultz,
2003; Setlow et al., 2003; Janak et al., 2004; Nicola et al., 2004;
Shidara and Richmond, 2004; Taha and Fields, 2006; German
and Fields, 2007; Hollander and Carelli, 2007; Simmons et al.,
2007; Takahashi et al., 2007; Robinson and Carelli, 2008; Ito and
Doya, 2009; H. Kim et al., 2009; Minamimoto et al., 2009; van der
Meer and Redish, 2009; van der Meer et al., 2010; Day et al.,
2011). Further, in these studies, better rewards are almost
always associated with faster reaction times. In fact, many
studies use speeded reaction times as evidence that animals
value one reward over another. This is true of single-unit re-
cording studies and the majority of studies that examine be-
havior after VS inactivation or lesions. Thus, predicted reward
and motor output signals have been intertwined in a way that
makes it difficult to dissociate encoding of value from the
direction and speed of action initiation.

To address this issue we designed a new task in which rats
learned about expected outcomes before knowing the action nec-
essary to acquire it. In addition, we designed the task so that rats
reacted slower to stimuli that predicted larger rewards. We did
this by instructing the behavior response with a temporally un-
predictable short duration directional light cue. In general, we
found that reducing the length and predictability of the direc-
tional cue reduced accuracy on the task and slowed reaction
times. When a larger reward was at stake, rats were significantly
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Task design. A, House lights signaled the rat to nose poke into the center odor port and wait 500 ms before odor delivery. The odor indicating the size (large or small) of the reward to

be delivered at the end of the trial. Odor presentation lasted 500 ms and was followed by a 250 —500 ms post-odor variable delay, which ended with the onset of directional cue lights. Directional
lights flashed for 100 ms on either the left or right, instructing the rat to respond to the left or right fluid well, respectively. After the entering the correct fluid well rats were required to wait 500 ~1000
ms before reward delivery. B, There were four possible reward size and response direction combinations; large-left, large-right, small-left and small-right.

slower and more accurate than when a small reward was at stake.
We found that activity in VS reflected the value of the expected
reward before cuing of response direction and that activity was
high even though reaction times were slower. Surprisingly, we
also found that activity in VS did not just reflect predicted value
on the upcoming behavioral trial, but was also modulated by the
size of the reward on the previous trial.

Materials and Methods

Subjects. Male Long—Evans rats were obtained at 175-200 g from Charles
River Labs. Rats were tested at the University of Maryland in accordance
with NTH and Institutional Animal Care and Use Committee guidelines.

Surgical procedures and histology. Surgical procedures followed guide-
lines for aseptic technique. Electrodes were manufactured and implanted
as in prior recording experiments. Rats had a drivable bundle of ten
25-pum-diameter FeNiCr wires (Stablohm 675, California Fine Wire)
chronically implanted in the left hemisphere dorsal to VS (n = 6; 1.6 mm
anterior to bregma, 1.5 mm laterally, and 4.5 mm ventral to the brain
surface). Immediately before implantation, these wires were freshly cut
with surgical scissors to extend ~1 mm beyond the cannula and electro-
plated with platinum (H,PtCl,, Aldrich) to an impedance of ~300 k().
Cephalexin (15 mg/kg, p.o.) was administered twice daily for 2 weeks
postoperatively to prevent infection.

Behavioral task. Recording was conducted in aluminum chambers
~18 inches on each side with downward sloping walls narrowing to an
area of 12 X 12 inches at the bottom. A central odor port was located
above two adjacent fluid wells. Directional lights were located next to
fluid wells. House lights were located above the panel. The odor port was
connected to an air flow dilution olfactometer to allow the rapid delivery
of olfactory cues. Task control was implemented via computer. Port
entry and licking were monitored by disruption of photobeams.

The basic design of a trial is illustrated in Figure 1. Rats were trained to
perform a value-based light detection task. The rats first learned to asso-
ciate directional lights with reward locations. After the rats accurately
responded to the lights 60% of the time, they were introduced to odors
that preceded the direction light and indicated the size of the reward to be
delivered at the end of the trial. Once the rats were able to maintain
>60% correct performance with all these manipulations across 150-200
trials, we trained them for an additional month before surgeries were
performed. Thus, rats had extended training on this task before record-
ings started.

Figure 1 illustrates the sequence of events during a trial. Each trial
began by illumination of house lights that instructed the rat to nose poke
into the central odor port. Nose poking began a 500 ms pre-odor delay
period. Then, one of two possible odors, which cued upcoming reward
size, was delivered for 500 ms. Odor offset was followed by a 250-500 ms
variable odor delay. At the end of this delay, directional lights were
flashed for 100 ms. The trial was aborted if a rat exited the odor port at
any time before offset of a directional cue light. Left and right lights
signaled which direction to make the response. Rats had to remain in the
well 500-1000 ms (prefluid delay) before reward delivery for both large
and small rewards.

Odors signaled that a large or small amount of 10% sucrose solu-
tion would be available if the rat correctly responded to the direction
lights. Odor meanings never changed throughout the course of the
experiment. Odors were presented in a pseudorandom sequence such
that big/small odors and left/right directional lights were presented in
equal numbers (£ 1 over 250 trials). In addition, the same odor could
be presented on no more than 3 consecutive trials. Thus, after three
correct trials of the same type, rats could predict what the next odor
was going to be. This rule was not imposed on response direction. On
average, rats performed >200 correct trials per session during collec-
tion of neural data.

Single-unit recording. Procedures were the same as those described
previously (Bryden et al., 2011)Wires were screened for activity daily; if
no activity was detected, the rat was removed, and the electrode assembly
was advanced 40 or 80 wm. Otherwise, active wires were selected to be
recorded, a session was conducted, and the electrode was advanced at the
end of the session. Neural activity was recorded using two identical
Plexon Multichannel Acquisition Processor systems, interfaced with
odor discrimination training chambers. Signals from the electrode wires
were amplified 20X by an op-amp headstage (Plexon Inc, HST/8050-
G20-GR), located on the electrode array. Immediately outside the train-
ing chamber, the signals were passed through a differential preamplifier
(Plexon Inc, PBX2/16sp-r-G50/16fp-G50), where the single-unit signals
were amplified 50X and filtered at 150-9000 Hz. The single-unit signals
were then sent to the Multichannel Acquisition Processor box, where
they were further filtered at 250—8000 Hz, digitized at 40 kHz and am-
plified at 1-32X. Waveforms (>2.5:1 signal-to-noise) were extracted
from active channels and recorded to disk by an associated workstation
with event timestamps from the behavior computer. Waveforms were
not inverted before data analysis.
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Rats were slower and more accurate on large reward trials. A, Latency to exit the odor port after directional cue lights had been extinguished. B, Percent correct scores as a function of

all trials in which a choice was made to one of the fluid wells. C, D, Correlation between reaction time and percent correct scores for large and small reward trials, respectively. Asterisks, Planned
comparisons revealing statistically significant differences (t test, p < 0.05). Error bars indicate SEM. E, Location of recording sites. Gray dots represent final electrode position. Gray box marks extent

of recording sites. NAc, Nucleus accumbens core; NAs, nucleus accumbens, shell. N = 6 rats.

Data analysis. Units were sorted using Offline Sorter software from
Plexon Inc, using a template matching algorithm. Sorted files were then
processed in Neuroexplorer to extract unit timestamps and relevant
event markers. These data were subsequently analyzed in Matlab (Math-
Works). To examine activity related to odor sampling we examined ac-
tivity 750 ms after odor onset (odor epoch). This activity precedes onset
of direction light cues. We also examined activity 500 ms before odor
presentation (pre-odor epoch) to quantify activity related to previous and
predicted reward size before the reward predictive odor cue. Wilcoxon tests
were used to measure significant shifts from zero in distribution plots (p <
0.05). t tests or ANOVAs were used to measure within-cell differences in
firing rate (p < 0.05). Pearson x tests (p < 0.05) were used to compare the
proportions of neurons.

Results

Rats were trained on a task in which odor cues signaled the size of
the expected reward (large or small). Subsequent directional cue
lights then instructed the direction of the behavioral response
necessary to obtain that reward. The sequence of events is illus-
trated in Figure 1 A. House lights indicated the start of the trial.
Rats began the trial by nose poking into the central odor port.
After 500 ms one of two odors were presented for 500 ms. Odors
signaled the size of the liquid sucrose reward to be delivered at the
end of the trial; large (3 boli) or small (1 bolus). After a short
post-odor variable delay, a light to the left or right of the odor
port briefly flashed (100 ms), signaling which direction that the
rat would have to respond to get reward. The rule was to simply
detect the light and make a behavioral response in that direction.
Rewards were delivered after a variable delay of 500—1000 ms.
Essentially, there were a total of four trial-types: large-left, large-
right, small-left, and small-right (Fig. 1B).

Rats were significantly slower and more accurate on large re-
ward trials (Fig. 2A, B; t test; percent correct: t(,4,) = 9.08, p <
0.05; reaction time: f44,, = 11.8, p < 0.05). Further, slower la-

tencies resulted in better task performance consistent with a
speed accuracy trade off. This is illustrated in Figure 2, C and D,
which plots reaction times (port exit minus light offset) versus
accuracy for large and small reward trial types for each recording
session. For both large and small reward trials, the slower the rat
was, the better the performance. The correlation was weak but
significant for both trials types (p values <0.05; large reward r =
0.23; small reward r = 0.12. Thus, in this reward task, high value
reward was associated with slower not faster reaction times,
which is atypical for studies that examine reward-related func-
tions (Watanabe et al., 2001).

Activity in VS reflected the value independent of the
instrumental response

We recorded 488 VS neurons in 6 rats during performance of
the task. Recording locations are illustrated in Figure 2E. As
has been reported previously (Carelli and Deadwyler, 1994;
Nicola et al., 2004; Taha and Fields, 2006; Robinson and
Carelli, 2008; Roesch et al., 2009), many VS neurons were
excited (n = 229; 47%) during reward cue sampling (odor
epoch = odor onset plus 750 ms) vs baseline (1 s before nose
poke; f test comparing baseline to the odor epoch over all trials
collapsed across direction; p < 0.05).

Activity of many of these neurons reflected the value of the
predicted reward before directional cue lights. For example, the
single neuron illustrated in Figure 3 fired more strongly during
large reward trials compared with small reward trials after odor
sampling and before the direction being cued. To quantify this
effect we performed a f test on each of the cue-responsive cells
during an epoch starting at odor onset and ending 750 ms later
(Fig. 3; gray box in rasters). This time period preceded any knowl-
edge of response direction. Of the 229 cue-responsive neurons,
33 cells fired more strongly for an expected big reward and 9 for
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outcome that elicited the strongest neural
response, not the outcome preferred by
the rat. In the heat plot below, the average
normalized firing for each neuron is illus-
trated by row for the four conditions (Fig.
4B). Clearly, activity was higher over
many VS neurons for one predicted reward over another during
sampling of the odors before response instruction.

To further quantify these effects across the population we
computed a size index for each neuron, defined by the difference
between large and small reward divided by the sum of the two.
Activity was taken during the odor epoch (odor onset plus 750;
gray bar). The index was significantly shifted above zero, indicat-
ing higher firing rates when the reward cue predicted large reward
(Fig. 4C; Wilcoxon; p < 0.001; w = 0.045).

Figure 3.

Activity before odor onset reflects past and predicted reward
Also noticeable in the population histogram (Fig. 4A) is that
activity at trial onset, just before odor presentation, appeared to
reflect the predicted value of the upcoming trial. This was possi-
ble due to the pseudorandom nature of the task design. To ensure
equal samples of each trial type within a given block of time, trial
selection was randomized with the rule that if three of the same
rewards were consecutively delivered the fourth would always be
the opposite reward size. Thus, rats could predict a large reward
trial after three smalls and a small reward trial after three large
reward trials.

To test the hypothesis that activity in VS was representing the
predicted value of the upcoming trial, we divided trials into con-
ditions when the cell’s preferred or nonpreferred outcome was
predicted versus when it was not. This was done by examining
large and small reward trials after 3 of the opposite type. The
problem with this analysis is that any differences that might arise
from this comparison might reflect what was delivered on the
previous trial because predictable small and large reward trials
were always preceded by a large and small reward, respectively.
Thus, differences in firing when examining “predicted reward”
effects might just reflect what the “previous reward” was. To rule
this out, we also examined trials in which the previous trial was
the same but there was no reward prediction. This was done by

Time from odor onset (s)

Asingle cell example. Lines represent the average firing rate over the course of the trial for all four conditions. Activity
is aligned to odor onset. Each tick mark indicates one action potential. Gray bars represent the analysis epoch, which is referred to
as the “odor epoch.” The odor epoch encompasses activity (750 ms) after odor onset before any knowledge about response
direction (i.e., cueing of directional light).

examining instances in which two of the same trial type occurred
one right after the other. Since predictions were only possible
after 3 trials of the same type, there was no way possible that the
rats could guess what the current trial type was during these
instances (50/50). We examined these trials to determine whether
activity preceding the odor reflected the previous trial’s reward.

The breakdown of these conditions is illustrated in the table in
Figure 5. Black and gray lines indicate whether the reward on the
current trial was the cell’s preferred and nonpreferred reward,
respectively (column 2; “current reward”). Thick and thin lines
represent instances where the previous outcome was preferred
and nonpreferred, respectively (column 3; previous reward). Fi-
nally, solid lines are trials in which no prediction was possible,
and black and gray dashed lines represent trials when the reward
was predicted to be preferred or nonpreferred, respectively (col-
umn 4; predicted reward). Note that as above, for population
histograms, preferred and nonpreferred reflect the cell’s not the
rat’s preference. Outcome preference was determined by firing
during odor sampling (odor onset plus 750 ms), thus any differ-
ences that emerge before sampling cannot be due to how we
defined preferred and nonpreferred outcomes.

The population histogram in Figure 5A illustrates that when
the cell’s preferred reward was predicted by the rat (after receipt
of 3 nonpreferred rewards; thin black dashed) activity was high
compared with when there was no prediction and the preceding
reward was also nonpreferred (thin solid gray). This comparison
is further illustrated in Figure 5B (left), which represents the same
data, zoomed in, and isolated so that a better comparison can be
made. These results indicate that, with previous reward held con-
stant, activity was high when the predicted reward was preferred.

This effect is quantified in the right panel in Figure 5B, which
plots the difference between predicted large reward trials and
trials with no prediction divided by the sum of the two for activity
during the 500 ms before odor onset (pre-odor epoch; gray bar in
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Figure 4. VS activity reflected value independent of direction. A, Population firing based on preferred/nonpreferred reward
outcomesand direction (n = 229). Inthis plot, for each neuron, direction and outcome were referenced to the max response before
averaging. Black lines correspond to the preferred outcome; gray corresponds to the nonpreferred outcome. Thick lines represent
the preferred direction; thin-dashed lines represent the nonpreferred direction. Zero is the time of odor onset. Directional light cues
were presented 750 —1000 ms after odor onset. Gray bar indicates odor analysis epoch. B, Averaged normalized activity for each
odor-responsive neuron. Hotter colors indicate higher firing. Each row represents activity of one neuron, which were sorted by
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Fig. 5A). The distribution was signifi-
cantly shifted in the positive direction
(Wilcoxon; p < 0.005; w = 0.039) and the
counts of neurons that fired significantly
more strongly when a large reward was
predicted (compared with when there was
no prediction) were in the majority (18 vs
4; x* = 8.79; p < 0.005), demonstrating
that activity was higher in VS when the
larger reward trial was predicted.

Although these results are consistent
with encoding of predicted value, activity
was also high when there was no predic-
tion, but the value of the preceding reward
was preferred. This can be realized by ex-
amining activity on preferred and non-
preferred trials in which the previous trial
was of the same value (i.e., large followed
by large or small followed by small; Fig.
5A, C; thick solid black vs thin solid gray).
On these trials, there was a 50% chance
that the current trial would be of the same
value as the previous trial, thus they were
unable to predict what the current trial
might be. Activity was higher when the
previous trial was preferred (thick solid
black), even when no prediction was
possible.

This effect is quantified in the right
panel in Figure 5C, which plots the differ-
ence between firing during the pre-odor
epoch when the previous reward was large
versus small (divided by the sum of the
two). Although the distribution was sig-
nificantly shifted in the positive direction,
the effect did not achieve significance
(Wilcoxon; p = 0.21; w = 0.015), however
the counts of neurons that fired signifi-
cantly more strongly on trials following
larger reward were in the significant ma-
jority (14 vs 1; x> = 8.78; p < 0.005).

Finally, we examined activity on trials
in which the past reward was preferred
but the value of the reward that was pre-
dicted on the next trial was nonpreferred
(Fig. 5A,D; thick dashed gray). Again,
these trials were compared with trials in
which the previous reward was nonpre-
ferred and the current trials was unpre-
dictable (thin gray). In light of the other
comparisons, firing under this condition
could go either way. Activity might be low
because the rats were predicting a nonpre-
ferred trial (Fig. 5B), but activity might be

«—

firing in the preferred outcome/direction. €, Distribution of
size indices determined by subtracting small reward from
large reward trials and dividing by the sum of the two for ac-
tivity during the odor epoch (gray bar in A). Black bars repre-
sent the number of neurons that showed a significant
difference between large and small reward trial types during
the odor epoch (t test; p << 0.05).
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high because the previous trial was pre-
ferred (Fig. 5C). We found that activity
was high, reflecting the value of the re-
ward on the pervious trial. Interestingly,
after odor onset, activity quickly rectified
itself reflecting the knowledge obtained by
sampling the odor that predicted the non- A 55 [
preferred reward (Fig. 5A, inset, pre-odor
vs odor epoch; Fig. 5D, left).

As above, this effect were quantified in
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slower reaction times were associated with e masl,f(,s'g mak)
better task performance (Fig. 2). This sug-
gests that VS was involved in slowing Figure 5. Activity in V'S represented past and predicted reward. Population firing under four different sequences of trials

averaged across direction (n = 229). Table illustrates four trial types. Thick = previous outcome preferred; Thin = previous
outcome nonpreferred; Black = current trial preferred; Gray = current trial nonpreferred; Solid = no prediction; Dashed =
predictable trial (Single-dashed = predicted preferred; Multi-dashed = predicted nonpreferred). Insets represent average activ-
ity during the pre-odor (500 ms before odor) and the odor epoch (odor onset plus 750 ms) across these 4 conditions. Error bars, SEM.
B-D, Left, Blown up versions of lines in A. Analyses comparing each pair are presented to right of the line histograms. B, Distribu-
tion reflecting the difference between pre-odor cue firing (500 ms; gray bar) when the predicted reward was to be large compared
with when the reward was not predictable (predicted big minus no prediction; thin black dashed minus thin solid gray). Thus,
positive values indicate higher firing when the predicted reward was large. Reward that preceded trials used in this analysis were
small reward trials. C, Distribution reflecting the difference between precue firing when the preceding reward was large compared
with when the preceding reward was small (big minus small divided by big + small; Thick solid black minus thin solid gray). Thus,
positive values indicate higher firing when the previous reward was large. The value of the reward on the current trial for this
analysis could not be predicted (50/50). D, Distribution reflecting the difference between precue firing when the preceding reward
was large and the predicted reward was small compared with when the preceding reward was small and there was no prediction
(Thick gray dashed minus thin solid gray). Black bars represent the number of neurons that showed a significant difference
between respective comparisons (t test; p < 0.05). E, Correlation analysis between distributions in Band C. F, Correlation analysis
between distributions in B and D.

down behavior so that fewer mistakes
were made on large reward trials. If true,
then one might expect that activity in VS
would be positively correlated with both
reaction time and performance.

To examine this issue we plotted reac-
tion time and percent correct scores ver-
sus firing rate during the odor epoch for
each VS neuron independently for large
and small reward conditions (Fig. 6). The
correlation with percent correct scores
was significant and positive under both
reward magnitudes (p values <0.01; r >
0.12). Thus, higher firing rate was associ-
ated with more accurate performance.
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hypothesis that was originally derived
from VS’s connectivity with decision/
motor-related areas including the prefron-
tal cortex, limbic-related areas including the
hippocampus, amygdala, orbitofrontal cor-
tex and midbrain dopamine neurons,
along with its outputs to motor regions,
such as ventral pallidum (Groenewegen
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Figure 6.

The correlation with reaction time was significant under big-
reward conditions, demonstrating that increased activity was
correlated with slower reaction times at least when more was at
stake (p < 0.04; r = 0.11).

We also determined how many single neurons exhibited a
significant trial by trial correlation between reaction time and
firing rate. Again, this analysis was conducted independently for
big and small reward trials to avoid any confound related to
slower and faster responding on these trial types. As expected
from the population analysis, significantly more VS neurons ex-
hibited a positive correlation (n = 38) between firing rate and
reaction time as opposed to a negative correlation (n = 21; x> =
4.84; p < 0.05).

Discussion

Here we show that single neurons in VS signal information
regarding predicted value independent of response direction
and speed of movement initiation. Cues predicting high value
outcomes had a profound impact on behavior, increasing re-
action time and accuracy. Slower reaction times and better
performance were correlated with activity during cue-
sampling at the population and single-cell level. The finding
that activity in VS was high when the better reward was pre-
dicted is broadly consistent with other studies (Carelli and
Deadwyler, 1994; Bowman et al., 1996; Shidara et al., 1998;
Carelli, 2002; Setlow et al., 2003; Janak et al., 2004; Nicola et
al., 2004; Shidara and Richmond, 2004; Taha and Fields, 2006;
German and Fields, 2007; Hollander and Carelli, 2007; Y. B.
Kim et al., 2007; Simmons et al., 2007; Takahashi et al., 2007;
Robinson and Carelli, 2008; Ito and Doya, 2009; Kimchi and
Laubach, 2009; van der Meer and Redish, 2009; van der Meer
et al., 2010; Day et al,, 2011). However, this is the first dem-
onstration that single neurons in VS encode value in a task in
which direction and predictive value cues were temporally
separated. Additionally, this is the first experiment, that we are
aware of, that examines value encoding in VS when high value
reward is associated with slower, not faster latencies to re-
spond. These results suggest that the role of VS is not to simply
energize decisions toward valued goals, but instead, to signal
value independent of motor contingencies, possibility in the

10

Firing rate (spikes/second)

VS activity was positively correlated with accuracy and reaction time. A, B, Correlation between firing rate (odor
epoch) and reaction time (light offset to odor port exit) for large and small reward trials during all recording sessions. C, D,
Correlation between firing rate and percent correct scores for large and small reward trials during all recording sessions.

12 14 16 18 20 22

and Russchen, 1984; Heimer et al., 1991;
Brog et al., 1993; Wright and Groenewe-
gen, 1995; Voorn et al., 2004; Gruber and
O’Donnell, 2009). Through these connec-
tions, the ventral striatum is thought to
integrate information about the value of
expected outcomes with specific motor
information to guide behavior. Consis-
tent with this proposal, lesions of VS impact behavioral measures
of motivation, vigor, salience and arousal, which are thought to
reflect the value of reward expected (Wadenberg et al., 1990;
Berridge and Robinson, 1998; Blokland, 1998; Ikemoto and
Panksepp, 1999; Di Ciano et al., 2001; Cardinal et al., 2002a,b; Di
Chiara, 2002; Salamone and Correa, 2002; Giertler et al., 2003;
Wakabayashi et al., 2004; Yun et al., 2004; Floresco et al., 2008;
Gruber et al., 2009; Ghods-Sharifi and Floresco, 2010; Stopper
and Floresco, 2011). From these studies it has been suggested that
VS is indeed critical for motivating behavior. However, there has
been little direct single-unit recording data from VS in tasks de-
signed to directly address this question and most studies have not
varied both expected reward value and response direction (Has-
sani et al., 2001; Cromwell and Schultz, 2003).

We addressed this issue in a previous paper by recording from
single neurons in VS while rats performed a choice task for two
types of differently valued rewards (size and delay) (Roesch et al.,
2009). On every trial, rats were instructed to choose between two
wells (left or right) to receive reward. In different trial blocks, we
manipulated the value of the expected reward associated with left
and right movements. In that report we showed that cue-evoked
activity in VS integrated the value of the expected reward and the
direction of the upcoming movement, simultaneously. Further-
more, increases in firing rate were correlated with faster reaction
times.

These results were entirely consistent with the notion that VS
serves to integrate information about the value of an expected
reward with motor output during decision-making, but as in so
many studies before us, rewards were directly tied to the direction
and latency of instrumental response. Further, value and re-
sponse direction were cued together at the time when the animal
was to make the choice. Thus, it was unclear whether activity was
related to value encoding or just reflected enhanced motor out-
put. It was also unclear whether or not VS could represent ex-
pected value when the instrumental response was unknown.
Here, we clearly show that activity in VS can signal value of the
expected reward before the direction is cued even when respond-
ing in that direction becomes slower as value increases. These
data demonstrate that the sole purpose of predictive reward sig-
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nalsin VSis notjust to energize specific actions but to signal value
in a way that might be used to slow reaction times to improve task
performance when more is at stake. More importantly, these re-
sults indicate that VS can encode expected value independent of
motor contingencies.

The role of VS in actor-critic models

Many aspects of these data are consistent with theories suggesting
that VS plays a critical role in actor-critic models, optimizing long
term action selection through its connections with midbrain do-
pamine neurons (Barto, 1995; Houk et al., 1995; Sutton and
Barto, 1998; Joel et al., 2002; Redish, 2004; Niv and Schoenbaum,
2008; Takahashi et al., 2008; van der Meer and Redish, 2011). In
this model the Critic stores and learns values of states, which in
turn are used to compute prediction errors necessary for learning
and adaptive behavior. The Actor stores and forms a policy on
which actions should be selected (Joel et al., 2002; Montague et
al., 2004). The functions of Critic and Actor have been attributed
to ventral and dorsal lateral striatum, respectively (Everitt et al.,
1991; Cardinal et al., 2002a; O’Doherty et al., 2004; Voorn et al.,
2004; Balleine, 2005; Pessiglione et al., 2006). Although encoding
of predicted value independent of motor contingences is consis-
tent with VS’s role as the Critic in this model, the fact that activity
in VS represented past not just the predicted reward is not en-
tirely consistent.

The combination of past and predicted information at the
start of behavioral trials is more in line with the rats’ evaluation of
the current state based on what was and what is to be (van der
Meer and Redish, 2011). This is consistent with previous work
suggesting VS inactivation results in the inability to incorporate
past reward history with current behavior (Stopper and Floresco,
2011) and that activity in VS takes into account previous choices
(Y. B. Kim et al., 2007; Ito and Doya, 2009; H. Kim et al., 2009).
We suggest that activity in VS reflects the value the animal places
on the current situation, which would reflect both past and pre-
dicted reward. That is, value is high when a good reward was just
delivered and/or was predicted on the next trial. Regardless of
what variables might alter this signal, these data clearly demon-
strate that outcome-related activity in VS is not just predictive in
nature.

The role of VS in good-based models of choice
Together, these findings suggest that the VS may play an impor-
tant role in representing abstract value as described in good-
based models of economic choice (Padoa-Schioppa, 2011). The
good-based model suggests that the brain maintains abstract rep-
resentation of a good’s value and then makes choices by compar-
ing the value of different goods. It has been proposed that two
criteria must be satisfied for a region to possess an abstract rep-
resentation of value. First, the encoding in this region should be
domain general, meaning that the activity should incorporate all
relevant determinants of a good’s value (i.e., quantity, risk, cost).
Second, the encoding should be independent of sensorimotor
contingencies of choice. Single-unit studies in primates have sug-
gested that activity in orbital frontal cortex (OFC) fits these cri-
teria, but, unfortunately, few other areas have actually been tested
in the same manner (Tremblay and Schultz, 1999; Roesch and
Olson, 2004, 2005, 2007; Padoa-Schioppa, 2007, 2009, 2011;
Wallis, 2007; Kennerley and Wallis, 2009a,b; Kobayashi et al.,
2010; Wallis and Kennerley, 2010).

We suggest that VS serves the same function as OFC in this
model (Padoa-Schioppa, 2011). We have previously shown that
activity in VS is domain general, encoding reward size and delay
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to reward. VS neurons fire more strongly when a rat expects a
large reward compared with small reward and a short delay com-
pared with a long delay, both of which were preferred by rats
(Roesch et al., 2009). It has also been shown that VS encodes how
much effort is required to obtain reward (Day et al., 2011). Last,
the current dataset demonstrates that representations of reward
in VS are influenced by past reward delivery. Thus, activity in VS
fulfills the first criteria, incorporating relevant determinants of a
good’s value into its signal.

Previous work has also demonstrated that activity in VS en-
codes value independent from sensory cues that predict rewards
and instruct responses (Cromwell and Schultz, 2003; Cromwell et
al., 2005). For example, we have shown that activity in VS does
not differ between two different odors that predict the same re-
ward (Roesch et al., 2009). Here, we demonstrate that activity in
VS reflects value independent of response direction and the la-
tency of the response, demonstrating that activity in VS repre-
sents value independent of motor contingencies consistent with
the second criteria described above. Thus, we conclude that
activity in VS, like responses observed in primate OFC, fit the
criteria of representing abstract value in the service of the good-
based model of economic decision making.
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