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Making a choice involves weighing up the
value of each outcome against the costs
required to achieve it, such as time and
effort. Through this process we decide
not only what to do but how to do it. For
example, actions with higher value tend
to be executed more quickly, including
reaching movements (Summerside et al.,
2018) and visual saccades (Milstein and
Dorris, 2007). Separate work has shown
that value is closely linked to the motiva-
tion to act, such that the more we value
something, the harder we will work to ob-
tain it (Chonget al., 2015). These findings
are intuitive when viewed through the
lens of reinforcement learning: respond-
ing with greater vigor helps us to maxi-
mize the amount of reward acquired
(Sutton and Barto, 1998).

The term vigor refers to expending en-
ergy to overcome time and effort costs
during motivated behavior. Growing evi-
dence suggests that dopaminergic reward
signals underpin such computations. Do-
pamine agonists increase the sensitivity of
response times to changes in reward mag-
nitude (Beierholm etal., 2013) and restore
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willingness to exert effort for reward in
patients with Parkinson’s disease (Chong
et al., 2015). Similarly, saccades to visual
stimuli are faster when the magnitude of
anticipated reward is higher, but only
when dopamine signaling is intact (Naka-
mura and Hikosaka, 2006).

Although much of this work has fo-
cused on anticipation or acquisition of
reward, less is known about how vigor re-
sponds to the difference between these
quantities, reward prediction error (RPE),
which is conveyed by rapid changes in do-
pamine firing rates (Schultz etal., 1997). If
dopamine indeed modulates vigor, ac-
quiring a reward larger than anticipated
[positive prediction error (+RPE)] should in-
crease vigor, and acquiring one smaller
than anticipated [negative prediction er-
ror (—RPE)] should decrease vigor. In
other words, rather than the size of the
reward anticipated or acquired, move-
ments should be sensitive to the direction
and magnitude of the RPE. This was the
prediction made by Sedaghat-Nejad et al.
(2019) in a recent paper published in the
Journal of Neuroscience.

RPEs are typically computed at the end
of an action when the outcome becomes
known. This makes it difficult to test their
effect on vigor, since the action has al-
ready been completed by the time the RPE
signal is conveyed. Sedaghat-Nejad et
al.(2019) overcame this by designing a
double-saccade paradigm in humans to
elicit a RPE in the milliseconds before the

secondary saccade. Relying on evidence
that it is more rewarding to view faces
than other images (O’Doherty et al., 2003;
Yoon etal., 2018), the researchers induced
visual saccades to images of an intact face
(face image) or a scrambled face (noise
image). After onset of the primary saccade
on each trial, the first image was removed
probabilistically and a second image ap-
peared on the screen nearby, inducing a
secondary saccade.

RPEs occurred because there was a
chance the second image would be differ-
ent from the first, which meant there was a
discrepancy between the reward value
predicted on perceiving the first image
and the actual reward obtained by gazing
at the second image. For example, if the
first image were a face, the anticipated re-
ward would be slightly less than its actual
value because of the possibility it would
change to a noise image. If the second im-
age turned out to be a face after all, the
result would be a small +RPE. As such,
there were four trial types with different
RPEs: noise-face (large +RPE), face-face
(small +RPE), noise-noise (small —RPE),
and face-noise (large —RPE).

Vigor of the secondary saccade was de-
fined as the time from completion of the
primary saccade to arrival at the second
image. The authors examined reaction
time and peak velocity as distinct compo-
nents of vigor. On both measures, the sec-
ondary saccade varied significantly in
the predicted direction. The highest vigor
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Figure 1.

‘Double-action’ paradigms may offer a way to characterize vigor modulation during reinforcement learning. 4, The

participant chooses a stimulus [S, or S, ]. B, The vigor of their response is modulated by the value of the chosen stimulus [V;(S,)].
C, The reward is revealed. The participant computes a reward prediction error by comparing expected with actual reward mag-
nitude [, = R,(S,) — V(S,)]. Inastandard design, reward is obtained at this point. In a double-action design, a second action is
required to obtain the reward. D, The vigor of the second action is modulated by the direction and magnitude of the reward
prediction error [3,]. E, The reward is obtained at the end of the trial. An important question is whether vigor is modulated by the
reward prediction error [8,] or the resulting update in expected value [V,(S,) + o+ &,].

(i.e., shortest reaction time and highest
peak velocity) followed the largest +RPE,
and the lowest vigor followed the largest
—RPE. Crucially, reaction time was also
significantly shorter on noise-face com-
pared with face-face trials (i.e., large vs
small +RPEs) and on noise-noise com-
pared with face-noise trials (small vs large
—RPEs), showing that vigor was modu-
lated by the magnitude of the RPE, not
just the value of the second image.

This finding suggests that rapid changes
in dopamine firing rates associated with
RPEs may play a role in motivating action.
The classical account is that while dopa-
mine signals underpin both learning and
motivation, these operate over different
timescales (Schultz, 2007). Namely, learn-
ing is driven by phasic RPE signals
(Schultz et al., 1997) and motivation is
linked to slower dopamine release in the
striatum (Niv et al., 2007; Howe et al.,
2013). In contrast, the current finding
shows that saccade vigor in humans is sen-
sitive to RPE signals on a subsecond time-
scale (Sedaghat-Nejad et al., 2019). This is
consistent with emerging evidence from
rodent studies that phasic bursts of dopa-
mine also play a role in invigorating be-
havior (Howe and Dombeck, 2016; da
Silva et al., 2018). However, an important
question that Sedaghat-Nejad et al. (2019)
did not discuss is why RPEs should mod-
ulate vigor.

One possibility is that RPEs are closely
related to changes in average reward rate.
Previous work showed that vigor is mod-
ulated according to the average reward
rate of the environment, which is con-
veyed by slow changes in striatal dopa-
mine activity (Niv et al., 2007). When
reward rates increase, responses become
faster to maximize the amount of reward
acquired. Recent evidence suggests that
fast changes in striatal dopamine may
modulate vigor by the same logic (Hamid
et al., 2016). Hamid et al. (2016) found
that in addition to reinforcing rewarded
choices, striatal dopamine fluctuations
immediately altered the response vigor of
rats during choice behavior. In addition to
more gradual changes in reward rate
and reward proximity, dopamine levels
tracked rapid updates in expected value,
which were driven by RPEs. Movement
vigor responded immediately to these up-
dates in value.

Although the double-saccade experi-
ment of Sedaghat-Nejad et al. (2019) did
not explicitly encourage learning, the link
between RPEs and value-updating is clearly
demonstrated in a simple reinforcement
learning model (Rescorla and Wagner,
1972; Sutton and Barto, 1998):

Vt+1(5) = Vr(S) + a9,

S Rr(5) - V,(S)
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The model states that the expected value
of a stimulus on the next trial [V,,,(s)]
will be updated according to the RPE on
the current trial [8,]. The RPE is calcu-
lated as the difference between the reward
acquired [R,(s)] and the current expected
value [V,(s)]. The extent to which the RPE
updates expected value is determined by
the learning rate [«], which adjusts the
magnitude of the change in expected
value on each trial.

In this model, the expected value of a
stimulus [V,(s)] represents a cached aver-
age of the reward available from that stim-
ulus. The RPE [§,] indicates how much
that average might be updated on the next
trial. In this sense, RPEs represent instan-
taneous updates to average reward rate.
If one accepts that vigor should reflect
average reward rate, it follows that vigor
might vary according to the magnitude
and direction of RPEs. In other words,
the same signal that drives reward-based
learning could also motivate behavior,
as demonstrated by Sedaghat-Nejad et
al. (2019).

The notion that the same dopamine
signals can convey information about re-
ward and motivation is supported by a re-
cent study that used a Go/No-Go task in
rats (Syed et al., 2016). The study found
that rapid increases in nucleus accumbens
dopamine levels were only associated with
reward cues when an action was required,
not when an action was suppressed. The
cues were identical with respect to the mag-
nitude and timing of rewards; the only
difference was the requirement to act. Im-
portantly, however, these dopamine sig-
nals related to reward anticipation rather
than RPEs. In contrast, a different study
recently dissociated RPE signals conveyed
by midbrain dopamine bursts from moti-
vation signals in striatum (Mohebi et al.,
2019). In sum, the precise links between
reward signals in learning and motivation
remain unclear.

Future studies could contribute to this
work by using the double-saccade experi-
ment of Sedaghat-Nejad et al. (2019) to
characterize vigor modulation in humans
during reinforcement learning. For exam-
ple, an important question is whether
vigor responds more closely to RPEs or to
resulting updates in expected value. To
test this, similar “double-action” para-
digms could be based on the same ap-
proach: the reward outcome becomes
known (e.g., revealed on screen) but a fi-
nal action is required before it is obtained
(e.g., reaction time test; Fig. 1).

In summary, the recent study by
Sedaghat-Nejad et al. (2019) provides an
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elegant paradigm to investigate dopamine
dynamics behaviorally. The study demon-
strates that saccade vigor is modulated by
RPEs, consistent with recent rodent stud-
ies showing that phasic dopamine signals
playarole in invigorating behavior (Howe
and Dombeck, 2016; da Silva et al., 2018).
Future research could use a similar exper-
iment to characterize vigor modulation in
humans during reinforcement learning.
This could make a valuable contribution
to ongoing work in rodent studies at-
tempting to disentangle the reward signals
that underpin learning and motivation
(Hamid et al., 2016; Mohebi et al., 2019).
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