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Recent work has shown that the brain’s default mode network (DMN) is active when people imagine the future. Here, we
test in human participants (both sexes) whether future imagination can be decomposed into two dissociable psychological
processes linked to different subcomponents of the DMN. While measuring brain activity with fMRI as subjects imagine
future events, we manipulate the vividness of these events to modulate the demands for event construction, and we manipu-
late the valence of these events to modulate the demands for event evaluation. We found that one subcomponent of the
DMN, the ventral DMN or medial temporal lobe (MTL) subsystem, responds to the vividness but not the valence of imagined
events. In contrast, another subcomponent, the dorsal or core DMN, responds to the valence but not the vividness of imag-
ined events. This separate modifiability of different subcomponents of the DMN by vividness and valence provides strong evi-
dence for a neurocognitive dissociation between (1) the construction of novel, imagined events from individual components
from memory and (2) the evaluation of these constructed events as desirable or undesirable.
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Significance Statement

Previous work has suggested that imagination may depend on separate neural networks involved in the construction and eval-
uation of imagined future events. This study provides strong neural evidence for this dissociation by demonstrating that two
components of the brain’s default mode network (DMN) uniquely and specifically respond to different aspects of imagination.
The vividness of imagined events modulates the ventral DMN, but not the dorsal DMN, while the valence of imagined events
modulates the dorsal DMN, but not the ventral DMN. This supports the dissociable engagement of these subnetworks in con-
structing and evaluating imagined future events.

Introduction
Imagining the future can aid planning and help one act advanta-
geously in the present. But what is the underlying cognitive
architecture of imagination? Although imagination, like percep-
tion, can subjectively feel like a unitary experience, it may arise from
the interaction of dissociable psychological processes. Here, we
investigate the hypothesis that imagination consists of at least two
distinct processes: a constructive process, by which a novel future
event is mentally formed, often by combining specific aspects of
past experience (Addis et al., 2007; Hassabis et al., 2007; Schacter et

al., 2007), and an evaluative process, by which the imagined event is
judged as positive or negative (D’Argembeau and Van Der Linden,
2004; Gilbert andWilson, 2007; Sharot et al., 2007).

Because imagination is fundamentally an internal, subjective
activity, studying its architecture can be difficult with behavioral
data alone, and therefore many studies have turned to brain
imaging. These studies have often focused on the default mode
network (DMN), as envisioning and evaluating future events is
proposed to be a key function of the DMN (Okuda et al., 2003;
Addis et al., 2007; Sharot et al., 2007; Szpunar et al., 2007;
Botzung et al., 2008). The DMN is one of the core networks reli-
ably recovered from resting-state fMRI studies and includes the
ventromedial prefrontal cortex (vmPFC), posterior cingulate cor-
tex (PCC), and regions in the medial temporal and parietal lobes,
such as hippocampus and precuneus (Greicius et al., 2004;
Andrews-Hanna et al., 2007, 2010; Spreng et al., 2009; Raichle,
2015; Barnett et al., 2020).

Past research suggests that constructive and evaluative proc-
esses may engage different components of the DMN. Studies of
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“episodic simulation” that examined construction of potential
future events have revealed activity in the hippocampus, parahip-
pocampal gyrus, and retrosplenial cortex (Greicius et al., 2004;
Addis et al., 2007, 2011; Hassabis and Maguire, 2007; Hassabis et
al., 2007; Addis and Schacter, 2008). In contrast, activity in
vmPFC is seen in tasks with an evaluative component. Activity
in vmPFC is associated with the value of predicted future out-
comes, and imagining positive events increases activity in
vmPFC compared with imagining negative or control events
(Sharot et al., 2007; D’Argembeau et al., 2008; Roy et al., 2012;
Bartra et al., 2013; D’Argembeau, 2013; Benoit et al., 2014, 2019).

Resting-state functional connectivity studies also point to
subdivisions of the DMN. Using seed-based resting-state func-
tional connectivity, Andrews-Hanna et al. (2010) distinguished
between a medial temporal lobe (MTL) subsystem, consisting of
hippocampal, parahippocampal, restrosplenial, medial orbito-
frontal, and posterior parietal cortex, and a DMN core, consist-
ing of vmPFC and PCC [note that the vmPFC region in the
DMN core was referred to as amPFC in Andrews-Hanna et al.
(2010), while medial orbitofrontal cortex (OFC) region in the
MTL subsystem was referred to as vmPFC; here, we follow the
vmPFC and mOFC nomenclature]. Using independent compo-
nents analysis, Shirer et al. (2012) proposed a similar distinction
between a ventral DMN, which largely overlaps with the MTL
subsystem, and a dorsal DMN, which largely overlaps with the
DMN core.

Here, we constructed a strong test of the hypothesis that the
DMN consists of dissociable constructive and evaluative net-
works involved in future imagination. We relied on the logic of
separate modifiability (Sternberg, 2001), which supports stronger
inferences regarding dissociations, by showing that two processes
are differentially influenced by distinct factors within the same
task. To modulate activity in brain regions engaged in construc-
tive processes during imagination, we manipulated the vividness
of imagined events, where vividness refers to the amount of
detail or concreteness of the imagined event. To modulate activ-
ity in brain regions engaged in evaluative processes during imag-
ination, we manipulated the valence of imagined events, where
valence refers to the intensity of positive or negative emotions
the imagined event invokes. If one component of the DMN is
modulated by the vividness but not the valence of imagined
events, while another component is modulated by valence but
not vividness, this double dissociation would provide strong evi-
dence for a functional division of the DMN associated with con-
structive versus evaluative processes.

Materials and Methods
All raw fMRI images and the behavioral responses are available online at
openneuro.org (https://openneuro.org/datasets/ds002835). All analysis

results, regressors, and regions of interest (ROIs) are available at OSF
(https://dx.doi.org/10.17605/OSF.IO/CXHM4).

Subjects
Twenty-five participants (13 females, 12 males, average age = 24.9 years,
SD=4.6 years) were recruited from the University of Pennsylvania and
surrounding community. A sample size of 24 participants for analysis
was determined in advance of the experiment. One participant was
excluded for excessive head movement (shifts of at least 0.5 mm between
.5% of adjacent time points), which gave us 24 participants total for
analysis. All participants were compensated for their time at $15 per
hour and provided consent before study procedures in accordance with
the procedures of the Institutional Review Board of the University of
Pennsylvania.

Imaging acquisition and preprocessing
Functional and anatomic images were collected using a 3T Siemens Trio
scanner equipped with a 32-channel head coil. At the beginning of each
session, high-resolution T1-weighted anatomic images were collected
using an MPRAGE sequence (T1= 1100 ms; 160 axial slices, 0.9375 �
0.9375� 1.000 mm; 192� 256 matrix). T2*-weighted functional images
were then collected using an EPI sequence (3-mm isotropic voxels,
64� 64 matrix, 44 axial slices tilted 30° from the AC-PC plane,
TR= 3000 ms, TE= 25 ms), which gave us full coverage of all partici-
pants’ brains. All participants completed four functional scans in each
session, with each functional scan consisting of 181 images. At the end
of the session, we acquired matched B0 fieldmap images (TR= 1000 ms,
TE= 2.69 and 5.27ms).

Brain imaging analysis was conducted with the FMRIB Software
Library (FSL) using FSL FEAT (FMRIB fMRI Expert Analysis Tool) ver-
sion 6.00 (Smith et al., 2004). Preprocessing included the following: (1)
skull stripping of structural images with BET (FMRIB Brain Extract
Tool); (2) motion correcting with MCFLIRT (FMRIB Linear Image
Restoration Tool with Motion Correction); (3) spatial smoothing with a
9 mm full-width half-maximum Gaussian kernel; and (4) high-pass tem-
poral filtering with a cutoff at 150 s (0.00667Hz). Registration and nor-
malization were performed with FLIRT. Each functional image was
registered to the participant’s high-resolution brain-extracted structural
image using boundary-based registration that simultaneously incorpo-
rates fieldmap-based geometric distortion and normalized to the FSL
Montreal Neurologic Institute (MNI) template using affine transforma-
tions with 12 degrees of freedom.

Experimental design and statistical analysis
Imagination task
All participants completed an imagination task in the scanner.
Participants were asked to imagine scenarios and then rate the imagined
scenarios on vividness and valence (Fig. 1). Sixteen scenarios were pre-
sented in each run and participants completed a total of four runs. The
vividness and valence ratings were performed on a seven-point Likert
scale. To assess vividness, participants were asked “How vividly did you
imagine this event” with anchors of “Vague with no details” to “Vividly
clear.” To assess valence, participants were asked “How would you rate

Figure 1. Experimental procedure of the task. Participants had up to 7 s to read the cue, 12 s to imagine, and up to 7 s each to rate the vividness and valence of the scenario.
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the valence of emotions in this event” with anchors of “Very negative” to
“Very positive.”

Participants were given up to 7 s to read the cue, 12 s to imagine the
scenario, up to 7 s to rate vividness, and up to 7 s to rate valence. The
participant pressed a button indicating that the cue was read to start the
imagination epoch. The imagination epoch was a fixed 12 s for all partic-
ipants. Following imagination, participants were given up to 7 s to move
a scale ranging from 1 to 7 to make their rating. If participants failed to
submit a rating response within the allotted time, the last rating the par-
ticipant had highlighted at that point was taken as their selection. Any
time not used in any of the free response intervals was added to the
intertrial interval, so that a new trial occurred every 33 s.

Scenarios
The scenarios were selected for high or low vividness and for positive or
negative valence. A list of 68 distinct scenarios was compiled from other
studies that assessed vividness, valence, and other aspects of imagination,
as well as a survey of Amazon Mechanical Turk (MTurk) respondents
(n=411, 199 female, 212 male, average age=30.1 years, SD=11 years)
who were given broad categories of possible scenarios and asked to create
their own. These scenarios were then rated in a separate study (n=131, 73
female, 58 male, average age=34.6 years, SD=12 years) on MTurk, with
each participant rating the valence and vividness of 17 of the 68 scenarios.
Based on these ratings, a final list of 32 scenarios was created by selecting
the most and least vivid positive and negative scenarios. The final stimulus
set included 8 scenarios in each of four conditions, vivid positive, vivid
negative, non-vivid positive, and non-vivid negative.

To more exhaustively characterize the differences between vivid and
non-vivid and positive and negative scenarios, we performed a further
online survey (n=391, average age = 37.3 years, SD= 11.8 years). Online
participants read each scenario and answered questions (shown below)
about the imagined event. A different group of 32–34 participants
answered for each of the following 12 different measures:

1. Arousal: What was your level of arousal in experiencing this event?
(1 = not at all, 7 = extremely)

2. Current emotion: How intense is the emotion felt at the time of
imagining the event? (1 = not at all intense, 7 = extremely intense)

3. Future emotion: How intense would your emotion be at the time
when the future event takes place? (1 = not at all intense, 7 =
extremely intense)

4. Personal importance: What is the personal importance of this
event? (1 = not important, 7 = extremely important)

5. Pre-experience: How much did you pre-experience the imagined
event? (How much did you feel like you were actually there? 1 =
not at all, 7 = completely)

6. Self-relevance: How relevant is the imagined event to you? (1 = not
at all relevant, 7 = extremely relevant)

7. Social connection: How much did imagining this event make you
feel connected to other people? (1 = not at all connected, 7 = very
connected)

8. Subjective temporal distance: How far away do you feel from the
imagined future event? (1 = very close, 7 = very far)

9. Temporal connection: What is the perceived similarity of your cur-
rent self to your self in the imagined future event? (1 = very differ-
ent, 7 = exactly the same)

10. Visual perspective: What is your perspective when imagining this
event? Are you actively participating (field) or simply observing
(observer)? (1 = field, 7 = observer)

11. Valence: How would you rate the valence of emotions involved in
experiencing this event? (1 = very negative, 7 = very positive)

12. Vividness: How vividly did you imagine this event? (1 = vague with
no details, 7 = vivid and highly detailed)

The biggest difference between vivid and non-vivid scenarios was in
vividness, but consistent with vividness affecting constructive processes,
people were more likely to imagined vivid scenarios as active partici-
pants rather than observers (Table 1). The biggest difference between
positive and negative scenarios was in valence, but consistent with va-
lence affecting evaluative processes, people reported more arousal, less
emotional intensity, a greater sense of social and temporal connectedness
and more self-relevance for positive scenarios (Table 1). Both vivid and
positive scenarios were associated with a greater feeling of being
“actually there.”

In the scanner, these 32 scenarios were repeated with both “near
future” and “far future” prompts, where “near future” was defined as
“within the next week” and “far future” was defined as “more than a year
from now.” This resulted in 64 unique scenario prompts, with each run
containing 16 prompts. For the scanner participants, we conducted a
repeated-measures ANOVA to ensure that there was a main effect of va-
lence and vividness of the scenario on participants’ judgments of valence
and vividness.

Imaging analyses
The main goal of this study was to examine the dissociable roles of
known DMN subcomponents in future imagination. One known sub-
component division comes from Shirer et al. (2012), who applied inde-
pendent component analysis (ICA) to 15 participants’ resting state data.
Of the resulting 14 networks, one network was the ventral DMN and
another was the dorsal DMN. The ROIs for these two subdivisions were
downloaded from the author’s website (http://findlab.stanford.edu/
functional_ROIs.html; Fig. 2, blue and red ROIs). Another known sub-
component division comes from Andrews-Hanna et al. (2010), who
used seed-based functional connectivity procedures to define regions
that comprised each subsystem. We created spherical regions of
radius = 3 voxels around the peak coordinates from that study to create
ROIs for the DMN MTL subsystem (five spheres) and DMN core sub-
system (two spheres; Fig. 2, green and yellow ROIs). While the two ways
of dividing the DMN are not identical, there is substantial overlap
between the ventral DMN and the DMN MTL subsystem, and between
the dorsal DMN and the DMN core.

We used a general linear model to identify regions that were modu-
lated by imagination vividness and valence. Our regressors included
boxcar regressors for the read, imagine, rate vividness, and rate valence
epochs, as well as categorical event modulators for the imagine epoch for
the vividness (high vs low), valence (positive vs negative), and temporal
distance (near vs far) of the imagined event, and parametric event modu-
lators for the rate vividness and rate valence epochs (the participant’s rat-
ing). In this analysis, we modeled the entire 12 s of the imagination
epoch (another analysis described below examined subdivisions within
the 12 s). To assess whether the brain ROIs defined by Shirer et al.

Table 1. Further characterization of vivid versus non-vivid and positive versus negative scenarios in separate online sample

Arousal
Current
emotion

Future
emotion

Personal
importance

Pre-
experience

Self-
relevance

Social
connection

Temporal
distance

Temporal
connection

Visual
perspective Valence Vividness

Non-vivid 4.56 4.43 5.04 5.27 4.86 4.40 3.96 4.33 4.31 3.82 3.90 4.56
Vivid 4.86 4.73 5.26 4.92 5.35 4.89 3.88 3.89 4.75 3.26 4.06 5.34
t test p 0.153 0.242 0.374 0.267 0.002* 0.028 0.871 0.218 0.134 0.001* 0.823 ,0.001*
Negative 4.42 4.92 5.41 5.02 4.83 4.35 3.01 4.45 4.06 3.62 2.11 4.86
Positive 4.99 4.25 4.89 5.16 5.38 4.93 4.83 3.77 4.99 3.46 5.85 5.04
t test p 0.004* 0.007* 0.032* 0.663 0.001* 0.010* ,0.001* 0.051 0.001* 0.356 ,0.001* 0.364

Average ratings for each of 14 different questions are provided and compared across non-vivid versus vivid scenarios and positive versus negative scenarios. Ratings were made of arousal, current emotion, future emotion, per-
sonal importance, pre-experience, self-relevance, social connection, subjective temporal distance, temporal connection, visual perspective, valence, and vividness. *p , .05.
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(2012) and by Andrews-Hanna et al. (2010) were
significantly modulated by vividness and valence,
we calculated, for each of the four ROIs in each
participant, the mean b values of the vividness
contrast regressor, the valence contrast regressor,
and the difference between the two b values
averaged across all the voxels in each ROI mask.
Then, these average b values were t-tested
against 0 at the group-level (across 24 partici-
pants) to assess whether the brain activity in each
ROI was modulated by vividness or valence. In
addition to testing modulation within ROIs, we
also examined the same whole-brain group-level
contrasts for significant regions via permutation
(FSL randomize and threshold-free cluster
enhancement) at corrected p, 0.05.

To further assess the temporal specificity of
the vividness and valence modulation, we divided
the imagination period into three sections (early:
0–4 s, middle: 4–8 s, late: 8–12 s) and assessed the
degree of vividness and valence modulation in
each time period. In the GLM, instead of one
imagination epoch regressor, we included three separate imagination
epoch boxcar regressors for the corresponding times. Also, instead of
one vividness modulation regressor and one valence modulation regres-
sor for the whole 12 s, we included three modulation regressors, one for
each of the separate time periods. To address the concern that the modu-
lation regressors for the three epochs would be highly correlated and suf-
fer from multicollinearity, we employed symmetric orthogonalization
(also known as Lowdin orthogonalization; Löwdin, 1970) to orthogonal-
ize the regressors for the three epochs to each other, while altering the
regressors as little as possible. This is done by first preparing the regres-
sors to be orthogonalized in a column-wise matrix (e.g., M) and then
performing singular value decomposition (M ¼ URV). From the result-
ing three outputs (i.e., U;R; andV), multiplying only the left and right
singular vectors (i.e., U and V) without the singular values (i.e., R)
results in a new matrix UV = M�, which is the closest least-square
approximation ofM with orthogonal columns. The b values for each of
these three modulators were tested against zero at the group-level via
permutation testing. The event regressors were not orthogonalized with
respect to each other as only the effect of the modulation regressors were
assessed in this analysis (symmetric orthogonalization takes linear sums
of the original variables and hence does not alter the total variance
explained by the event regressors). No testing was performed comparing
the time periods.

Results
Behavioral results
Behavioral ratings confirmed that we had successfully manip-
ulated the vividness and valence of imagined events (Fig. 3).
There was a significant effect of vividness (F(3,45) = 31.54,
p, 0.001) as well as valence (F(3,45) = 553.91, p, 0.001) in a

one-way ANOVA across the four conditions. Vividness rat-
ings were significantly different between vivid (mean =
5.32, SD = 0.36) and non-vivid (mean = 4.39, SD = 0.41) sce-
narios (t(31) = 10.34, p, 0.01, Cohen’s d = 1.54), but not
between positive (mean = 4.9, SD = 0.59) and negative
(mean = 4.8, SD = 0.63) scenarios (t(31) =0.84, p=0.42, d=0.14).
Valence ratings were significantly different between positive
(mean=5.72, SD=0.34) and negative (mean=2.14, SD=0.35) sce-
narios (t(31) =41.15, p, 0.01, d=0.14). Valence ratings were also
slightly more positive for vivid (mean=4.04, SD=1.90) than non-
vivid (mean=3.82, SD=1.80) scenarios (t(31) =2.29, p=0.03,
d=1.95). On average, participants’ ratings of valence and vividness
were weakly correlated at r=0.14. Note that each scenario was pre-
sented twice, once with a “in the near future” prompt and once
with a “in the far future” prompt, but there were no behavioral
effects of near versus far future.

Imaging results
The vividness and valence of imagined events modulated activity
in distinct parts of the DMN (Fig. 4). To test our hypothesis
regarding differential functional roles of previously defined
DMN subcomponents, we first examined the division of the
DMN into ventral and dorsal components, as described by
Shirer et al. (2012). The ventral DMN was significantly modu-
lated by vividness (t(23) = 3.41, p=0.002, Cohen’s d= 0.69), but
not by valence (t(23) = �0.65, p= 0.52, d= 0.13), and the effect of
vividness was significantly larger than that of valence (t(23) = 3.14,
p= 0.005, d=0.64). The dorsal DMN was significantly modu-
lated by valence (t(23) = 2.71, p= 0.01, d=0.55), but not vividness
(t(23) = �0.90, p=0.38, d=0.19), and the effect of valence was

Figure 2. ROIs from Shirer et al. (2012) consisting of ventral DMN and dorsal DMN and ROIs from Andrews-Hanna et al. (2007, 2010) consisting of DMN MTL subsystem and DMN core.

Figure 3. Behavioral manipulation check. The average valence and vividness ratings are shown four each of the four
conditions (2� 2 manipulation of vividness and valence). Left, Valence ratings are high for positive valence conditions and
low for negative valence conditions, with little difference across vividness conditions. Right, Vividness ratings are high for
high vividness conditions and low for low vividness conditions, with little difference across valence conditions. Error bars
indicate standard errors of the mean.
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significantly larger than that of vividness (t(23) =�2.95, p=0.007,
d= 0.60). In addition, vividness modulated the ventral DMN sig-
nificantly more than the dorsal (t(23) = 5.51, p, 0.01, d= 0.86),
while valence modulated the dorsal DMN significantly more
than the ventral (t(23) =�4.48, p, 0.01, d=0.83).

We also observed the same dissociable modulations using the
ROIs defined from peak coordinates of Andrews-Hanna et al.
(2010; Fig. 4). The MTL subsystem of the DMN was significantly
modulated by vividness (t(23) = 3.13, p, 0.01, Cohen’s d= 0.63),
but not valence (t(23) = 0.49, p=0.63, d= 0.11), and the effect of
vividness over valence was marginally significant (t(23) = 1.75,
p=0.09, d= 0.35). The DMN core was significantly modulated
by valence (t(23) = 4.52, p, 0.01, d=0.91), but not vividness
(t(23) = �0.78, p=0.44, d=0.16), and the effect of valence was
significantly larger than that of vividness (t(23) = �3.45, p, 0.01,
d= 0.71). In addition, vividness modulated the DMN MTL sig-
nificantly more than the DMN core (t(23) = �3.84, p, 0.01,
d= 1.14), while valence modulated the DMN core significantly
more than the DMNMTL (t(23) = 6.54, p, 0.01, d=0.77).

Whole-brain analyses further confirmed the separate modula-
tion of distinct neural regions by vividness and valence (Fig. 5).
Across the entire imagination period, for trials with high com-
pared with low vividness, there was increased activity in the left
hippocampus, left dorsolateral PFC (dlPFC), and bilateral OFC.

For trials with positive compared with negative valence, there
was increased activity in the vmPFC and striatum. Furthermore,
activation in the vmPFC was modulated more by valence than by
vividness.

When we further examined the temporal specificity of these
effects within the imagination period, the effects of vividness
were only present in the early phase of the imagination period,
while those of valence were in both the early and middle phases.
In the early phase (first 4 s), more vivid scenarios elicited greater
activity in the left dlPFC, bilateral hippocampus, and precuneus,
while more positive scenarios elicited greater activity in the
vmPFC and striatum. In the middle phase (second 4 s), almost
all of the effects of vividness are gone, while the effects of valence
encompassed a larger area surrounding vmPFC and striatum. In
the late phase (last 4 s), there were no significant effects of vivid-
ness or valence (Table 2).

Although participants imagined each scenario twice, once in
the near future and once in the far future, we did not observe any
significant differences in activity between these two prompts, in
either whole-brain or ROI analyses.

Discussion
Our results demonstrate a functional double dissociation within
the DMN by showing the separate modifiability of different sub-
components of the DMN by different aspects of imagination. We
manipulated the vividness of imagined events to engage con-
structive processes during imagination and the valence of imag-
ined events to engage evaluative processes. Vividness, but not
valence, modulated activity in the ventral DMN, or DMN MTL
subsystem, including precuneus and MTL. (While the precuneus
was not included in the original definition of the DMN MTL
subsystem, recent results have found that precuneus clusters to-
gether with the MTL subsystem as well, see Barnett et al., 2020.)
On the other hand, valence, but not vividness, modulated activity
in the dorsal DMN, or DMN core, including the vmPFC. This
basic pattern held in ROI analyses using two different sets of
DMN ROIs, as well as in whole-brain analyses. Vividness-modu-
lated activity also occurred exclusively early in the imagination
period, while valence-modulated activity persisted later in the
imagination period. These findings support functional specializa-
tion within the DMN, with the ventral DMN/MTL subsystem
involved in the construction of imagined future events and the
dorsal DMN/core involved in the evaluation of imagined future
events.

As proposed by Sternberg (2001), the kind of separate modifi-
ability demonstrated here between the ventral and dorsal DMN
provides strong evidence for dissociable mental modules. The
logic of separate modifiability is similar to that of the canonical
double dissociation, although importantly focuses on dissocia-
tions between processes within the context of a single task, rather
than on dissociations between tasks. Key to the inferential
strength of separate modifiability is that different measures (in
our case, neural activity in the ventral and dorsal DMN) are
shown to be both sensitive and specific (i.e., responding to some
manipulations but not others). Given the demonstration of sepa-
rate modifiability, we can infer that the single complex process of
imagination can be decomposed into component processes,
putatively, construction and evaluation, which can each be
uniquely influenced by the distinct factors of vividness and
valence.

Our findings complement and expand on prior work regard-
ing the role of the DMN in imagination. Many previous studies

Figure 4. A, ROI results from the ventral and dorsal DMN, demonstrating that vividness
but not valence significantly modulates the ventral DMN, while valence but not vividness sig-
nificantly modulates the dorsal DMN. B, ROI results from the DMN MTL subregions and DMN
core, demonstrating that vividness but not valence significantly modulates the DMN MTL sys-
tem, while valence but not vividness significantly modulates the DMN core (*p, 0.05,
**p, 0.01, ***p, 0.001). Error bars indicate standard errors of the mean.
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have shown that imagination and other forms of “mental time
travel” engage the DMN as a whole (Hassabis and Maguire,
2007; Hassabis et al., 2007; Schacter et al., 2007; Botzung et al.,
2008). The DMN has greater metabolic activity at “rest,” when
participants are left undisturbed to generate spontaneous
thought, than during different executive cognitive tasks (Bechara

et al., 1994; Shulman et al., 1997; Raichle et al., 2001; Greicius et
al., 2004; Andrews-Hanna et al., 2007, 2010; Spreng et al., 2009;
Fox et al., 2015; Raichle, 2015). The DMN is also reliably acti-
vated when people engage in mental time travel in other ways,
such as during tasks demanding autobiographic and social cogni-
tion, when people recall themselves in the past or think about
someone else’s mental perspective (Atance and O’Neill, 2001;
Addis et al., 2007; Schacter et al., 2007; Sharot et al., 2007;
D’Argembeau et al., 2008, 2014; Spreng et al., 2009, 2015; Tamir
et al., 2016). With respect to valence, several previous studies
have shown, as we do here, that vmPFC is more active when par-
ticipants imagine positive compared with negative scenarios
(D’Argembeau and Van Der Linden, 2004; Gilbert and Wilson,
2007; Sharot et al., 2007; Benoit et al., 2014, 2019). With respect
to vividness, other studies have found that hippocampus is more
active when people imagine future events in greater episodic detail
(Addis and Schacter, 2008; Addis et al., 2011) or with a greater
subjective experience of vividness (Thakral et al., 2020a,b).

Andrews-Hanna et al. (2010) first proposed that different
subdivisions of the DMN serve different constructive and evalua-
tive functions, with what they called the MTL subsystem of the
DMN (including hippocampus) involved in the construction of
mental scenes based on memory, and what they called the core
DMN (including the vmPFC) involved in the affective evaluation
of personal significance. The evidence to support this claim,
however, was a single (as opposed to double) dissociation in
which the MTL subsystem was more active when thinking about
future than present events, while the DMN core was equally
active in both conditions. A recent study investigating within-
individual networks has also supported the subsystem distinc-
tions proposed by Andrews-Hanna and colleagues (DiNicola et
al., 2020). However, other studies have observed different pat-
terns of activity for thinking about the future versus the present,
suggesting an alternative subdivision of the DMN into anterior

Figure 5. Whole-brain analysis of vividness and valence. Top panel shows the main effect of valence and vividness as well as their difference contrasts for the entire 12-s imagination period.
The bottom two panels show the four effects for the early (first 4 s) and middle (middle 4 s) parts of the imagination period. There were no significant effects for the late (last 4 s) part of the
imagination period. Lists of the significant regions with their MNI coordinates are provided in Table 2.

Table 2. Regions significantly modulated by vividness or valence in the whole-
brain analyses at different time points

Description Epoch X Y Z

Vividness (high . low)
L hippocampus Entire period (0–12 s)

Early (0–4 s)
Middle (4–8 s)

�30
�32
�30

�40
�38
�44

�4
�10
�2

R hippocampus Entire period (0–12 s)
Early (0–4 s)

34
14

�38
�48

�6
12

L DLPFC Entire period (0–12 s)
Early (0–4 s)

�38
�36

38
36

14
14

L precuneus Entire period (0–12 s)
Early (0–4 s)

�10
�8

�58
�62

56
54

L occipital middle Entire period (0–12 s)
Early (0–4 s)

�44
�44

�84
�82

28
28

R fusiform Entire period (0–12 s) 46 �26 �34
Vividness . valence

L DLPFC Early (0–4 s) �38 36 14
Valence (Pos . Neg)

vmPFC/VS Entire period (0–12 s)
Early (0–4 s)
Middle (4–8 s)

�10
4

�10

58
38
56

6
�2
4

Valence . vividness
vmPFC Entire period (0–12 s)

Early (0–4 s)
�8
�4

60
60

10
10

mOFC Entire period (0–12 s) 4 34 �8

Regions such as bilateral hippocampus, bilateral OFC, left dlPFC, left precuneus, and right retrosplenial cortex
were modulated by vividness, while vmPFC and VS were modulated by valence of imagined events.
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and posterior components (Xu et al., 2016). Furthermore, subse-
quent studies of resting-state functional connectivity (Uddin et
al., 2009; Sestieri et al., 2011; Xu et al., 2016), meta-analytic co-
activation (Laird et al., 2009, 2013), or task fMRI dissociations
have yielded yet additional proposals regarding DMN subdivi-
sions (Leech et al., 2011; Sestieri et al., 2011; Whitfield-Gabrieli
et al., 2011; Bado et al., 2014; Xu et al., 2016). Therefore, the sepa-
rate modifiability by vividness and valence demonstrated here
provides much stronger support for the distinction originally
proposed by Andrews-Hanna and colleagues, between DMN
components involved in constructive and evaluative processes
during imagination.

Although we manipulated vividness to engage constructive
processes and valence to engage evaluative processes, we do not
expect that the activity modulations observed are necessarily
unique to these specific features, as opposed to any set of features
that would differentially engage construction versus evaluation.
A broader set of potential features are seen in the more compre-
hensive ratings of our scenarios (Table 1). Vivid scenarios were
also more likely to be imagined from a first person viewpoint,
while positive scenarios were also higher in arousal, social and
temporal connectedness, and self-relevance. Whether these fea-
tures can be dissociated from each other, and whether some sub-
set can be shown to be the primary driver of activity in the
ventral or dorsal DMN, are important questions for future
research. Regardless of the answer to these questions, the current
results establish a clear dissociation between the roles of the ven-
tral and dorsal DMN in constructive versus evaluative processes
during imagination.

We also identified that the ventral striatum, which is not a
part of the DMN, was more active when imagining positive com-
pared with negative events. This is consistent with the involve-
ment of the vmPFC and ventral striatum in evaluating
outcomes and encoding predicted value during decision-mak-
ing tasks (Kable and Glimcher, 2007; Bartra et al., 2013).
Interestingly, we did not observe activation in other value
regions such as PCC or central OFC, which have also been
implicated in decision-making as well, with recent theories
proposing that the OFC represents specific outcomes that are
necessary for computing value and planning, rather than value
itself, during choice tasks (Bechara et al., 2000; Ursu and
Carter, 2005; Wallis, 2007).

Recent studies suggest that humans spend most of their time
engaged in mental time travel, either remembering the past or
imagining the future (Killingsworth and Gilbert, 2010). Yet we
have very little formal understanding of the psychological proc-
esses involved in imagination. Our results suggest that the com-
plex process of imagination, which might appear to be unitary,
can in fact be decomposed into (at least) two dissociable mental
processes, the construction of novel potential future events from
components in memory and the evaluation of constructed events
as desirable or undesirable. Neural measurements provided the
key evidence for this dissociation, given the difficulty in construct-
ing objective behavioral measures of imagination quality or ability.
Thus, neuroscientific methods may prove critical to the further
understanding of this central aspect of human subjective
experience.
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