Highlights from the Era of Open Source Web-Based Tools
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High digital connectivity and a focus on reproducibility are contributing to an open science revolution in neuroscience. Repositories and platforms have emerged across the whole spectrum of subdisciplines, paving the way for a paradigm shift in the way we share, analyze, and reuse vast amounts of data collected across many laboratories. Here, we describe how open access web-based tools are changing the landscape and culture of neuroscience, highlighting six free resources that span subdisciplines from behavior to whole-brain mapping, circuits, neurons, and gene variants.
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Introduction

The basic structure of biomedical research sharing has not advanced as much as expected despite radical innovations in communication, computational capacity, and statistical and machine learning methods. One of the main impediments is that datasets and metadata are still fragmented, often poorly annotated, and evaporate quickly after publication (Williams, 2009). The same criticism can be levied against most software code in biomedical research (Prins et al., 2015; Gleeson et al., 2017). In this context, open science and data-sharing platforms are emerging across neuroscience disciplines, indelibly changing our approach to collaborative research. Open science can usher in a new era of efficient data pooling, global collaboration, and maximized data reusability and impact. Some tools also provide training opportunities, consequently serving as an avenue for research to directly impact public policy and public health (Zuccala, 2010; Sukhov et al., 2016). A growing number of free resources are rapidly coming online in neuroscience. Here, we describe six (Fig. 1): MouseBytes.ca for cognitive behavioral data analyses; MouseCircuits.org for rodent circuit mapping; WholeBrainSoftware.org for neuroanatomical analyses; the Allen Mouse Brain Connectivity Atlas at brain-map.org for mesoscale connectome analyses; NeuroMorpho.Org for digital reconstructions of neurons; and GeneNetwork.org for genetic analyses. Exemplifying the global reach, NeuroMorpho.Org contains data from 193 countries.

These platforms are instrumental in addressing the current reproducibility crisis. A recent survey reported that 70% of researchers were unable to reproduce the work of another group, and over half also reported being unable to reproduce an experiment performed in their own laboratory (Baker, 2016). Open science directly impacts many of the causes for low reproducibility, including the pressure to publish high-visibility studies, which can result in rushed experiments and hyped claims that are not supported by adequate replication before publication (Baker, 2016; McKiernan et al., 2016; Cuschieri et al., 2018).

Robust experimental design is key for reproducibility (Baker, 2016), but constraints of time, cost, and capacity make it challenging to carry out optimal experiments. Data repositories and web-based reanalysis tools now provide ways to compare and reevaluate results and conditions across studies, within and across laboratories, offering the possibility of gauging robustness of claims, often without further replication. Results that are similar across laboratories and trials become iteratively or externally validated. For instance, MouseBytes.ca allows users to analyze their own new behavioral data alongside the stored data of other researchers, providing quick feedback about whether control animals are behaving within the expected variance. Repositories also promote consensus building regarding critical elements for reproducibility in future experiments and consistent reporting of key experimental details.
The pressure to publish also contributes to the well described bias in favor of positive results (de Vries et al., 2018). Open science can equalize the visibility of negative and positive results, as repositories host data—published and even unpublished—without attaching value to any particular result or the impact factor of the journal. Last, heterogeneity in reagents, types of models, environments, and analytic tools can all result in fundamental experimental differences (Loscalzo, 2012). Open source tools such as the Allen Mouse Brain Connectivity Atlas, GeneNetwork.org, and WholeBrainSoftware.org enable researchers to compare and combine data on a wide range of core methods in neuroscience within a standard or even an intentionally heterogenized framework (Voelkl et al., 2020).

Access is an additional key factor to reproducibility. In 2016, the FAIR Data Principles were outlined by stakeholders from academia and beyond, including industry, funding bodies, and publishing houses (Wilkinson et al., 2016). Four principles were outlined with the goal of improving automated metadata analyses and equitable reuse of data: Findability, Accessibility, Interoperability, and Reusability. Open science web-based tools provide FAIR-compliant and free access to all comers, independent of geographic or social boundaries. This can be a great benefit for early career scientists, for whom the demand for high productivity is often coupled with modest resources, leading to increased risk of errors and increased risk of bias toward positive results (Fanelli et al., 2017; Munafò et al., 2017; Allen and Mehler, 2019). In this way, open science can also be part of a solution toward social equity. Although reaching equity is a complex and multifaceted issue (Hoppe et al., 2019), the increased use of open science can be an equalizer of resources for disadvantaged researchers who tend to be less well funded (Ginther et al., 2011; Hoppe et al., 2019).

**MouseBytes.ca: open access database of cognitive behavioral data**

Compared with the rapid generation of large open access datasets in other areas of neuroscience, such as neuroimaging (Biswal et al., 2010; Poldrack and Gorgolewski, 2014) and neuroanatomy (Ascoli, 2006, 2007; Oh et al., 2014; Kuan et al., 2015), behavioral data from animal models has lagged behind. One contributing factor has been the lack of standardized experiments and data output. Thanks to a new set of automated tests based on touchscreen technology (Mar et al., 2013) and used by over 300 laboratories worldwide, there is now potential for standardized outputs in animal behavioral neuroscience that are consistent with open access sharing. Automated touchscreen-based tests, which are similar to human tests, enable systematic high-throughput cognitive assessment with standardized outputs that can facilitate data reproducibility, analysis, and dissemination.

To leverage the development of a standardized cognitive assessment toolbox, the first ever open access database for translational research (Beraldo et al., 2019) was developed by a collaborative team of neuroscientists, neuroinformaticians, and touchscreen researchers at Western University. Launched in the summer of 2018, MouseBytes.ca is a fundamental step toward increasing the availability, transparency, and reproducibility of behavioral data, which to date have been notoriously difficult to reproduce (Bale et al., 2019). MouseBytes.ca is a user-friendly repository that uses advanced web technologies to connect the user to a repository of cognitive data, allowing researchers across the globe to preprocess, run automated quality control scripts, visualize, and analyze their data alone or alongside the stored data of other researchers. Furthermore, a unique link is generated for sharing the data of individual analyses, and this link can be added to publications to connect researchers directly with the raw data in MouseBytes.ca. Conversely, the DOI of a published manuscript is linked to datasets as metadata in MouseBytes.ca to help with the finding and retrieval of original data associated with a study.

Users can set the status of their data and experiments to either private or public in MouseBytes.ca. Data with public status can be shared under CCO license, allowing neuroscientists to reuse, reanalyze, and share the data without any restriction, thus increasing reproducibility and facilitating new collaborative efforts that require big datasets. On the other hand, the accessibility and use of private data are limited to the owner of the data and those designated to have access by the owner. This protects the unpublished data of the researcher from being used without proper approvals while still allowing the use of the analytic resources within MouseBytes.ca.

Currently, MouseBytes.ca hosts 28 private and 8 public datasets and has been visited ~1500 times. In the future, the team plans to build on the base software to incorporate neuroimaging data and recordings of neuronal activity in behaving mice;
include cognitive analysis from other species, with a focus in deidentified human datasets; and develop novel algorithms that integrate different imaging and recording datasets. The goal of this relatively novel resource is to provide comprehensive multimodal analysis to accelerate discovery across disease contexts. The integration and use of MouseBytes.ca could revolutionize research in mouse cognitive neuroscience and lead to an iterative development of reliable and reproducible rodent behavioral data, especially with respect to control animal datasets, as similar results from across laboratories accumulate.

MouseCircuits.org: consolidated functional circuit-mapping data

Groundbreaking technological advances have allowed neuroscientists to control neural firing with impressive precision and specificity during behavior in rodents, allowing mechanistic dissection of various affective states (Deisseroth, 2011; Tye and Deisseroth, 2012; Roth, 2016; Whissell et al., 2016; DeNardo and Luo, 2017). While rapid progress followed the advent of these technologies, much of the amassed data exists in scientific silos, complicating efforts to compare across studies, laboratories, tools, and other key experimental details. MouseCircuits.org was established as an online platform to consolidate and integrate rapidly growing neurocircuit data for anxiety-, fear-, and depressive-like behavior through experimental summaries, landscape overviews, and a whole-brain perspective (Anderson and Dumitriu, 2020). Users can input their data with graphical displays updating in real time to provide the most up to date resource for the era of circuit mapping (Fig. 2).

MouseCircuits.org provides a searchable brain-wide network that summarizes all the studies present in the platform. Users can search by affective domain, behavioral paradigm, experimental tool used, and more, depending on the unique question asked. This allows users to quickly view the rodent affective connectome dissected to date and to gauge the feasibility and novelty of planned experiments, which could potentially spark novel ideas that might not emerge from reading through hundreds of siloed articles. This type of bird’s eye view also allows critical evaluation of the progress amassed to date. For example, the MouseCircuits.org dataset can be held up as a ruler to measure the relevance of rodent circuit dissection to human affective disorders. Are brain regions manipulated in rodent studies generally those implicated in human studies? If so, this resource can keep the translational field on-track to continued progress. If not, this bird’s eye view could motivate the investigation of novel circuits.

A brain-wide view of the affective connectome also highlights pathways that replicate across studies and species, an integral component of the recently introduced Research Domain Criteria (RDoC) framework (Insel et al., 2010; Cuthbert, 2014, 2015; Meyers et al., 2017). RDoC posits that behavioral outputs, such as “fear” and “anxiety,” share genetic, environmental, developmental, and neurocircuit etiology across both diseases and species. The availability of a centralized database for circuit maps will therefore help with both consensus building on the precise relationship between individual circuits and behavioral outputs, as well as early identification of incongruencies, which may help to determine the origins of experimental variance, the contribution of various states to behavioral output, and how the precise activity of specific individual neurons alter behavior.

MouseCircuits.org also offers summary tables that provide many of the key details of experimental designs. Tables are searchable, enabling quick identification of relevant literature for a planned experiment. Such tables might increase transparency and standardization of reported methods, ultimately improving reproducibility. Separate tabs for regional and pathway-specific manipulations contain graphical representation of current trends in the field. This includes information on the most studied brain regions, the types of manipulations and behaviors used, manipulated cell types, and the sexes of rodents studied. This can highlight both the immense progress amassed and the remaining knowledge gaps. For example, the current landscape highlights the need for increased use of female rodents, replication studies both within and across laboratories, enhanced heterogeneity of neuronal populations studied (the majority of studies to date target excitatory neurons), and experiments targeting the...
interactions between different cell types within a region or pathway. Overall, this integrative view of circuit mapping can lead to novel theories on individual neurocircuit function and whole-brain network organization, and the generation of hypotheses for how manipulations of specific circuits might affect upstream and downstream circuits.

Future collaborations will expand MouseCircuits.org beyond affective-like behaviors, such as those employed in cognitive or addiction studies. It is envisioned that MouseCircuits.org can support the shared vision of circuit dissection that ultimately leads to the prevention and treatment of human disorders. Wide adoption of this resource will connect rodent data, in which perturbation is possible, to human data, the motivation for all rodent stress work.

**WholeBrainSoftware.org:** from single molecules to mesoscale structures

Rapid development is pushing the technical limitations of current circuit and genetic lineage tracing techniques (Kalhor et al., 2018; Kornfeld and Denk, 2018; Huang et al., 2020), but neuroscientists are still largely limited in their ability to probe mesoscale brain function. For example, there is to date no single method that can deliver the complete input/output map of a circuit, including its synaptic weights and identities. Until molecular techniques have caught up to the theoretical questions neuroscientists wish to answer, the natural question from a data science perspective is: what does an ideal dataset look like and what is its data structure? At a minimum, an ideal dataset would contain connections among neurons, connection strength and type, information on cell type, the developmental lineage history, functional measurements over time, and molecular changes over time (Church et al., 2015). It is with these kinds of data structures, and with agnosticism for techniques used to generate the data, that WholeBrainSoftware.org was developed (Fürth et al., 2018). This agnosticism made it fairly straightforward to adapt WholeBrainSoftware.org to handle the data from new sequencing technologies, enabling researchers to label long-range projections from thousands of cells at single-neuron resolution in the brain from a single animal (Huang et al., 2020).

WholeBrainSoftware.org is a C/C++ image-processing code base with an interface to the statistical language R, as well as JavaScript. The software has an active and growing userbase scattered across the globe (Fig. 3A). The data structures of WholeBrainSoftware.org are similar to how spatial data on maps are handled by Geographical Information Systems (GIS). A neuroanatomical information system that is built around plastic vector graphics rather than static voxel- or pixel-based atlases enables rapid updating of anatomic entities, and their relations and attributes, while keeping a record of those changes. This is important because the exact definition of brain regions is based on consensus within the scientific community and can therefore change over time. Currently, the Allen CCFV3 (Wang et al., 2020) is the default atlas used by the majority of users (see below). Atlases for multiple model organisms can easily be managed at any resolution, from the mesoscale to the single-molecule subcellular level (Fig. 3B).

Current and future developments for WholeBrainSoftware.org include enabling the description of neuroanatomical hierarchies and architectures in compact models, akin to the neural network architectures used in libraries such as Pytorch or Tensorflow. To enhance usability given that most neuroscientists do not have significant programming skills, developments in WebAssembly and WebGL will be key. This will allow users to generate self-contained code from any language with the only requirement being a web browser.

**Allen Mouse Brain Connectivity Atlas**

The Allen Mouse Brain Connectivity Atlas project is an open access large-scale brain-mapping effort. The ultimate goal of this project was to provide a comprehensive, quantitative, directional description of brain-wide anatomic wiring patterns at the level of cell classes (i.e., a mesoscale connectome; Bohland et al., 2009). The Atlas is a three-dimensional, high-resolution map of axonal projections across the mouse brain, built using genetic tools, including an array of transgenic mice. To achieve this, a protocol was established for systematic, standardized viral tracer injections, serial two-photon tomography imaging and an informatics pipeline to generate a large database of mouse neural projections from ~300 distinct brain regions (Oh et al., 2014; Kuan et al., 2015). Today, the Allen Mouse Connectivity Atlas resource consists of data from ~3000 viral-mediated anterograde tracer experiments distributed across the whole brain (Oh et al., 2014; Harris et al., 2019; Whitesell et al., 2020) and retina (Martersteck et al., 2017). All data can be accessed through the Allen Institute online data portal (https://connectivity.brain-map.org/).

Since the first publication in 2014, this comprehensive resource has enabled a wide range of scientific analyses aimed at discovering organizational principles of mammalian brain networks (Fulcher et al., 2019; Van Essen et al., 2019), describing anatomic features of specific pathways of interest (Quina et al., 2015), understanding the network architecture of cortical connectomes (Gámánúj et al., 2018; Harris et al., 2019), and providing quantitative data used to construct and computationally model structural and functional connectivity (Melozzi et al.,
The Allen Connectivity Atlas is recognized as a foundational, "ground-truth" axonal tracing dataset that is useful for comparing results from novel circuit-tracing tools (Huang et al., 2020) and morphologic reconstructions of single long-range projection neurons (Winnubst et al., 2019; Peng et al., 2020).

This broad range of uses was supported in large part by having accessible data in multiple formats and providing other important informatics tools. The online atlas currently consists of high-resolution, whole-brain 2D image data for each experiment, 3D visualization tools, image segmentation, and automated quantification of axons across all brain regions. Multiple other web tools are available, including spatial/ontological searches of connectivity patterns through a combination of manual and informatics analyses. Data can be accessed as well through the Allen Software Development Toolkit (https://allensdk.readthedocs.io/en/latest/).

Notably, the scientific requirements for the Allen Mouse Brain Connectivity Atlas also directly led to the development of two other dependent resources: (1) anatomic characterization of a large set of transgenic Cre driver lines (Harris et al., 2014; Daigle et al., 2018); and (2) the creation of a new 3D reference atlas, the Allen Mouse Common Coordinate Framework, version 3 (CCFv3; Wang et al., 2020). Most axonal projection-mapping datasets in the Allen Connectivity Atlas were acquired using transgenic Cre driver mice with Cre-dependent adeno-associated virus-mediated GFP expression to selectively label axons from restricted anatomic regions and genetically defined classes of projection neurons in the cortex (Harris et al., 2019). The transgenic characterization portal (http://connectivity.brain-map.org/transgenic) thus contains datasets that map the expression of Cre and other transgenes in ~100 driver and reporter lines in adults and at several developmental time points using in situ hybridization and other histologic methods. This resource was developed to identify useful Cre lines and appropriate locations for targeting the viral tracer experiments.

To provide a suitable high-resolution 3D anatomic framework for the Allen Mouse Brain Connectivity Atlas, the Allen CCFv3 was created (http://atlas.brain-map.org/). CCFv3 is an annotated 3D reference space with 10 μm voxel resolution. First, an average template brain was constructed from whole-brain images of 1675 mice that were part of the Allen Mouse Brain Connectivity Atlas pipeline. Then, using multimodal reference data (e.g., histologic stains, immunohistochemistry, transgene expression, connectivity patterns, and endogenous gene expression), the entire brain was parcellated directly in 3D, labeling every voxel with a brain structure, resulting in 43 isocortical areas and their layers, 329 subcortical gray matter structures, 81 fiber tracts, and 8 ventricular structures.

The Allen Mouse Brain Connectivity Atlas continues to provide a rich resource of data for exploration and analyses at the Allen Institute and for external users. Recently, the Allen Institute team reported results from ~1000 tracer experiments performed in Cre driver lines to selectively label axons from distinct cell types across the cortex and its major satellite structure, the thalamus (Harris et al., 2019). A computational model was developed that assigned connections between areas as either feedforward or feedback based on anatomic patterns. Results revealed that cell class-specific connections are organized in a shallow hierarchy within the cortical thalamic network. The Allen Mouse Brain Connectivity Atlas, CCFv3, and many associated tools continue to be openly accessible through the main web portal: www.brain-map.org.

**NeuroMorpho.Org: a well used resource of single-neuron neuroanatomy**

Launched 14 years ago (Ascoli, 2006, 2007), NeuroMorpho.Org is, to date, the largest public database of digital reconstructions of neuronal axons and dendrites and glial processes. The latest major release (version 8.0, summer 2020) includes >130,000 freely available 3D arbor tracings and related metadata. The content is broadly representative of research in the field, including data from 77 species ranging from commonly used animal models such as rat, mouse, and Drosophila, to more exotic species such as giraffe, mormyrid fish, and moss animal (Fig. 4). Users can browse through and access 1252 distinct cell types from 384 anatomic regions contributed from ~700 independent laboratories. The carefully designed, continuously curated, and searchable metadata contains rich information across multiple dimensions (Parekh et al., 2015), including the subject (e.g., species, strain, age, weight, and sex), specimen (anatomic region and cell type and characteristics), method (experimental condition, preparation protocol, labeling, slicing, imaging, and reconstruction process), tracing completeness (physical integrity of the trees, structural domains included or excluded, and morphologic attributes recorded such as branch diameter), and provenance (contributing laboratory, reference publication, and original data format). Moreover, every reconstruction is accompanied by a battery of morphometric features that can also be used to identify data of interest (Scorcioni et al., 2008). Neuroscientists can search and download data through an intuitive web interface via simple keywords, semantic queries, metadata dropdown menus, morphometric filters, and an increasingly popular application programming interface (API; Polavaram and Ascoli, 2017; Akram et al., 2018). Additionally, the repository is integrated and interoperable with other major resources such as PubMed (Marecno et al., 2008) and the Neuroscience Information Network (Halavi et al., 2008).

With >13 million downloads and 2000 peer-reviewed publications describing or using data, NeuroMorpho.Org contributes to all three main functions of academia, namely education, research, and knowledge transfer (Parekh and Ascoli, 2015). For teaching purposes, NeuroMorpho.Org is frequently used in higher education, including courses at both undergraduate and graduate level, especially for neurobiology topics (Chu et al., 2015), but also for data mining and statistical techniques (Maiorana, 2014). The discoveries enabled by NeuroMorpho.Org are numerous and span several fields. Computational physics applications leveraged reconstructions from this database to assess the interaction between neural geometry and different types of electromagnetic radiation, for example analyzing how dendrites affect a diffusion magnetic resonance imaging signal in brain tissue (Van Nguyen et al., 2015) or the possible damage of high-energy irradiation on neurons (Alp et al., 2015). The repository offers ample opportunities for comparative morphometric analyses (Zawadzki et al., 2012; Hansen et al., 2013) and for developing or testing novel algorithms or tools (Li et al., 2018; O’Halloran, 2020). More generally, fostering dissemination of societal knowledge, NeuroMorpho.Org serves as the reference repository for sharing published data among scholars (Kubota et al., 2011) and for presenting neuromorphological to the lay audience through the inspiration of painters (Neuromission: https://www.instagram.com/neuromission/), large-scale art installations (“Neurons/Neurónios” at Galeria Nuno Centeno: https://www.facebook.com/galerianunocenteno/videos/45310735266229/), and 3D printing (McDougal and Shepherd, 2015).
Presently, NeuroMorpho.Org is growing at a pace of >20,000 reconstructions per year, with a substantial rate increase since 2016 (Ascoli, 2019). This acceleration results from a combination of factors, including but not limited to community production of ever larger datasets thanks to continuous neurotechnology developments along with faster and more affordable computing (Nanda et al., 2015), transparent disclosures of data availability (Ascoli, 2015), rising interest in and openness toward data sharing in neuroscience (Ascoli, 2007; Ascoli et al., 2017), and the progressive automation of literature searches (Maraver et al., 2019) and metadata retrieval from scientific publications (Bijari et al., 2020).

Perhaps equally important is the global outreach of this operation. Both contributions to, and use of, NeuroMorpho.Org span a worldwide coverage of 193 countries on 6 continents (Fig. 4). The web accesses, programmatic queries, and data transfers have been consistently increasing supralinearly. Although these successes are encouraging, they also come with serious challenges. Most notably, the centralized organization and standardization of all submitted data require a substantial manual component that is exceedingly time consuming, error prone, and labor intensive. Furthermore, the ability of computers to autonomously access online resources is gradually increasing server load with enhanced risk of down time. Eventually, the sheer amount of data may reach a capacity ceiling in generating processed resources such as visualizations, dynamic queries, and real-time computation.

Accordingly, NeuroMorpho.Org is undergoing extensive development of its back-end data processing and publishing workflow. A core element of this transformation consists of a largely automated data ingestion pipeline, namely organization and retrieval of data from prepared internal repositories. This innovation is enabled by a switch from a servlet-based monolithic platform to a microservice mesh-based architecture (Fig. 4). Although the former information technology design has served the community effectively for over a decade, it is suited neither to the pervasive computer-to-computer interaction from the end-user perspective nor to the rapid data publication that is highly desirable by contributors and curators alike. In contrast, the modern microservice architecture, deployed in Docker containers (Merkel, 2014), allows for almost completely automated data organization and quality control, which remains to this date one of the most significant efforts in the project. Moreover, this solution is fully scalable (Bernstein, 2014), thereby catering to a new era of robust and distributed neuroscience data sharing with ever expanding prospects for future breakthroughs.

**GeneNetwork.org:** genetic analysis for all neuroscientists

Originally named webqtl, GeneNetwork.org is the oldest continuously operating website in biomedical research (Williams, 1994). This massive database contains ~40 million datasets. GeneNetwork.org also offers a powerful statistical platform for online network analyses and mapping, enabling numerous molecular questions to be probed in one centralized location (Chesler et al., 2003, 2005; Li et al., 2010; Mulligan et al., 2012, 2017, 2019). Most data are from groups of animals or humans who have been fully genotyped or even sequenced. As a result, it can be used to model causal networks that link DNA differences to traits such as differences in expression, cell number, volumes, and behavior using real-time computation and graphing. Computations can be as simple as sets of correlations and...
GeneNetwork.org is the reanalysis of GeneNetwork. The infrastructure is currently committed to data and code workflows that have been adapted for dry-lab teaching. There is a need to probe the relationship between volume and neuron number, which reveals a Pearson r value of 0.49, demonstrating that volume differences explain ~25% of the heritable differences in numbers of neurons—primarily medium spiny neurons—in mouse striatum.

principal components, or as complex as whole transcriptome maps computed with correction for kinship and cofactors.

For example, Li et al. (2010) used GeneNetwork.org to identify key sequence variants of catechol-O-methyltransferase (COMT), an enzyme involved in dopamine and norepinephrine degradation, that mediate synaptic function and behavior in mice. The included expression datasets spanned many brain regions, peripheral tissues, and mouse strains and showed that different COMT variants lead to varying expression levels of synaptic proteins, ultimately contributing to changes in behavior (Li et al., 2010). Other examples include the relationship between GABA<sub>A</sub> receptor subunit sequence variants in striatum and hippocampus and behavioral phenotypes (Mulligan et al., 2012; 2019); the genetic causes of differences in serotonin transporter expression levels in the midbrain and accompanying differences in neuropharmacological responses (Ye et al., 2014); the genetic causes of differences in neurogenesis in hippocampus and of neuron/glia ratios in various brain regions (Seecaran et al., 2003; Kempermann et al., 2006; Overall et al., 2009).

GeneNetwork.org uses open source code, and all datasets hosted on the website are FAIR-compliant (Sloan et al., 2016; Wilkinson et al., 2016). Figure 5 illustrates an example workflow in GeneNetwork.org. The goal of this study was to find loci and candidate genes that modulate striatal volume. The search revealed three regions that have strong control, particularly the Qrr1 region of Chromosome 1 (Fig. 5C; Mozhui et al., 2008; Hager et al., 2012). To further investigate whether volume covaries with neuron numbers in the 68 strains identified, a “get” command can be used to evaluate the relationship between brain volume and neuron number (Fig. 5D). This type of information is important, for example, when extrapolating from MRI volume differences in humans to potential variations in cell number (Hibar et al., 2015).

One exciting area of research enabled by GeneNetwork.org is the reanalysis of phenotypes generated before 2010, which would greatly benefit from recent computational methods and datasets. For example, given the intense current interest in opiate addiction, it is important to remap decade-old data using new linear mixed-model mapping algorithms available in GeneNetwork.org. There is a great amount of amassed data on opiate-induced changes in locomotion, and hundreds of other drug-related traits (Philip et al., 2010) for >60 strains of recombinant inbred mice that have all been fully genotyped. This analysis can identify the gene variants that influence responses to these drugs-of-abuse.

GeneNetwork.org is also a valuable teaching tool. While mainly designed for researchers interested in testing gene-to-phenotype relationships, GeneNetwork.org has been adapted for dry-lab teaching in neuroscience and genetics (Grisham et al., 2017). A useful approach is to assign sets of vetted questions, such as the examples discussed above, and to help students work toward answers, solutions, or novel questions. Several examples relating to the analysis of behavior and for neurologic diseases are provided in the study by Mulligan et al. (2017).

GeneNetwork.org is committed to data and code workflows that are FAIR compliant, ensuring that those who generate data and key ideas get the deserved credit. To further ensure effective and secure dissemination of data and ideas, as well as improved reproducibility, the GeneNetwork.org infrastructure is currently being redesigned using more modular structures and APIs that communicate well with other open source software efforts, such as R/qtl2 and DataTables. Publications will soon be reproducible as R/shiny and Jupyter notebooks. Readers and data reusers will be able to extend analyses and test their own hypotheses, but with access to big data and powerful computational hardware. Scientists will share and publish work directly from live laboratory notebooks—a trend already taking roots in industry. Additional planned new features include better methods to package software and data so that the user can come back at any point in time and rerun the same code in virtual machines, the development of GNU Guix software packaging manager, and storing packages and data using the InterPlanetary File System (IPFS).

Conclusions
The tools highlighted here demonstrate the growing movement toward open science within the neuroscience community. Numerous other web-based tools and resources are rapidly coming online, with noteworthy examples including the Janelia MouseLight Project—which contains brain-wide...
reconstructions of molecularly characterized neurons in the mouse (Winnebush et al., 2019)—RePAIR—a novel statistical tool for power calculations in animal experimentation that takes into account previous datasets to decrease sample sizes (Bonapersona et al., 2019)—and DeepLabCut—a free open source software for animal behavioral quantification that eliminates the need for expensive commercial alternatives (Mathis et al., 2018; Nath et al., 2019). These tools are built by researchers for researchers, to facilitate access to relevant data and analysis, increase reproducibility, promote standardization of experimental design, provide avenues for innovative secondary analyses, and encourage data sharing and collaborations. The success of open source science relies on the buy-in of the scientific community. The use and maintenance of these resources requires a cultural shift that prioritizes open science and makes it a part of the standard operating procedure of every laboratory.

Stark contrast continues to exist between the substantial basic science understanding of how the building blocks of the brain—from genes to neurons to circuits—impact behavior, and the translation of this knowledge into clinical practice and technological progress. Open data and data sharing have the power to maximize scientific output, accelerate progress, enhance the equitable distribution of resources, create new avenues for innovative research, and enhance reproducibility. Ultimately, this cultural shift could lead to novel actionable clinical and technological advances that provide the scaffolding for a translational bridge.
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