Multiscale Computer Model of the Spinal Dorsal Horn Reveals Changes in Network Processing Associated with Chronic Pain
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Pain-related sensory input is processed in the spinal dorsal horn (SDH) before being relayed to the brain. That processing profoundly influences whether stimuli are correctly or incorrectly perceived as painful. Significant advances have been made in identifying the types of excitatory and inhibitory neurons that comprise the SDH, and there is some information about how neuron types are connected, but it remains unclear how the overall circuit processes sensory input or how that processing is disrupted under chronic pain conditions. To explore SDH function, we developed a computational model of the circuit that is tightly constrained by experimental data. Our model comprises conductance-based neuron models that reproduce the characteristic firing patterns of spinal neurons. Excitatory and inhibitory neuron populations, defined by their expression of genetic markers, spiking pattern, or morphology, were synaptically connected according to available qualitative data. Using a genetic algorithm, synaptic weights were tuned to reproduce projection neuron firing rates (model output) based on primary afferent firing rates (model input) across a range of mechanical stimulus intensities. Disparate synaptic weight combinations could produce equivalent circuit function, revealing degeneracy that may underlie heterogeneous responses of different circuits to perturbations or pathologic insults. To validate our model, we verified that it responded to the reduction of inhibition (i.e., disinhibition) and ablation of specific neuron types in a manner consistent with experiments. Thus validated, our model offers a valuable resource for interpreting experimental results and testing hypotheses in silico to plan experiments for examining normal and pathologic SDH circuit function.
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Significance Statement

We developed a multiscale computer model of the posterior part of spinal cord gray matter (spinal dorsal horn), which is involved in perceiving touch and pain. The model reproduces several experimental observations and makes predictions about how specific types of spinal neurons and synapses influence projection neurons that send information to the brain. Misfiring of these projection neurons can produce anomalous sensations associated with chronic pain. Our computer model will not only assist in planning future experiments, but will also be useful for developing new pharmacotherapy for chronic pain disorders, connecting the effect of drugs acting at the molecular scale with emergent properties of neurons and circuits that shape the pain experience.
Introduction

The spinal dorsal horn (SDH) plays a crucial role in processing somatosensory information. Sensory input conveyed to the SDH via primary afferents is processed by local excitatory and inhibitory interneurons before being relayed to the brain (Todd, 2010). Superficial layers of the SDH, laminae I–II, receive nociceptive input responsible for nociceptive pain. Deeper layers receive predominantly innocuous, low-threshold tactile input, but that input can be mistakenly perceived as painful if it is misprocessed (Prescott et al., 2014), resulting in mechanical allodynia, which is a common symptom in chronic pain conditions (Jensen and Finnerup, 2014).

The classic Gate Control Theory emphasized the importance of pain processing at the spinal level, particularly gating achieved through synaptic inhibition (Melzack and Wall, 1965). It is now well established that inhibition is reduced following nerve injury (for review, see Prescott, 2015). This so-called disinhibition arises through different mechanisms (Coull et al., 2003; Zeilhofer et al., 2012) and differentially modulates spiking in excitatory and inhibitory interneurons (Lee et al., 2019). Early efforts to classify excitatory and inhibitory neurons by their spiking pattern, morphology, and neurochemical phenotype (Grudt and Perl, 2002; Prescott and De Koninck, 2002; Ruscheweyh and Sandkühler, 2002; Yasaka et al., 2010) have been augmented more recently by molecular techniques to identify and manipulate genetically defined neuron types (Hantman et al., 2004; Duan et al., 2014; Petitjean et al., 2015, 2019; Abraira et al., 2017; Zhang et al., 2018; Peirs et al., 2020, 2021). However, genetically defined neuron types are often heterogeneous, and extra steps must be taken to subdivide them into functionally homogeneous groups (Peirs et al., 2021; Gradwell et al., 2022). Decades of research have revealed SDH circuitry to be much more complex than envisioned by Melzack and Wall (1965; for review, see Peirs and Seal, 2016; Lechner, 2017).

Despite this progress, many unknowns remain, and making sense of available data is becoming increasingly difficult. Indeed, impressive advances in basic pain research have not yet translated into improved clinical outcomes (Yekkirala et al., 2017). Thus, new tools are required to bridge persistent knowledge gaps. One way to take fuller advantage of available data is through multiscale computational modeling (O’Leary et al., 2015; Lytton et al., 2017; Hunt et al., 2018). Compared with other areas of neuroscience, pain research has seen relatively scant computational investigation. Various aspects of SDH neuron and circuit function have been modeled (Britten and Skevington, 1989; Prescott et al., 2006; Le Franc and Le Masson, 2010; Arle et al., 2014; Zhang et al., 2014, 2015; Ratté et al., 2015; Balachandar and Prescott, 2018; Crodelle et al., 2019), but even the most sophisticated circuit models consider only a small fraction of available experimental data.

Here, we developed a circuit model of lamina I–III that carefully incorporates the latest experimental data. Our conductance-based neuron models reproduce the characteristic spiking patterns of SDH neurons. The model also accounts for the differential input each neuron type receives from low- and high-threshold primary afferents. Using a genetic algorithm (GA), synaptic weights were tuned to reproduce experimentally observed projection neuron responses to mechanical stimuli of various intensities. This parameter search strategy revealed that equivalent SDH circuit function can be achieved with disparate synaptic weight combinations (solutions), but only a subset of solutions satisfied additional criteria not applied during fitting. Our top model reproduced several experimental observations including quantitative effects of disinhibition on SDH output, and qualitative effects of ablating specific neuron types. Our results emphasize the roles of inhibitory and excitatory interneurons in gating low-threshold input to projection neurons, and predict that targeting these upstream, polysynaptic pathways will attenuate effects of disinhibition and reduce allodynia. Finally, the model makes testable predictions regarding synaptic- and cellular-level targets for combating pathologic disinhibition. This publicly available model provides a resource for testing hypotheses in silico by linking molecular-level changes with emergent properties at the cellular and circuit levels to disentangle multiscale mechanisms underlying clinical symptoms.

Materials and Methods

Simulation environment. We developed a realistic SDH model that reproduced circuit output in dorsal rodent dorsal horn during mechanical stimulation under normal conditions and pathologic conditions, and following experimental ablation of specific spinal neuron types. Simulations were conducted with NEURON 8.0 (Hines and Carnevale, 2001; Carnevale and Hines, 2006) using NetPyNE 0.9.7 (Dura-Bernal et al., 2019a; http://netpyne.org), with an integration step of 25 μs at a temperature of 37°C. Model building, parameter optimization, and some of the model analysis were also performed using NetPyNE 0.9.7. The network consisted of 409 neurons from 14 population subtypes. Five seconds of simulation time took 23.4 min to run on one processor with Intel 1.2 GHz Core m3. Parallel simulations were conducted with 80 cores. Approximately 750,000 network simulations and 2500 single neuron simulations were run to develop this model.

Our model is based on experimental data from rodents. Recent studies have mostly used mice; relevant details are reported in the original cited literature. We are not aware of any sex differences in the properties or phenomena we have modeled. There are known sex differences in the neuroimmune signaling responsible for dysregulating chloride (Sorge et al., 2015), but the resulting disinhibition is equivalent between sexes (Maplebeck et al., 2019).

Mechanical stimulation and primary afferent models. The SDH model was fit to experimental responses of primary afferents and spinal projection neurons to mechanical stimulation of the mouse paw at 50, 100, and 200 mN (Murthy et al., 2018; Walcher et al., 2018; Allard, 2019). These forces (in millinewtons) correspond to 5.1, 10.2, and 20.2 grams (g). The withdrawal threshold in mice is ~4–6 g based on electronic von Frey stimulation (Deuis et al., 2017), which was the conventional method used for experimental data (Murthy et al., 2018; Walcher et al., 2018); withdrawal threshold using conventional von Frey testing is ~6× smaller (Deuis et al., 2017). Throughout our subsequent modeling work, we simulate 5–200 mN mechanical force where allodynia corresponds to responsiveness to ~20 mN (i.e., 2.0 or 0.3 g with electronic or conventional von Frey testing, respectively).

Responses of primary afferents, including Aβ, Aδ, and C-fibers, to mechanical stimulation were not simulated using conductance-based models, but were instead treated as random (i.e., Poisson) input spike trains whose rates, which vary dynamically during the 5-s-long stimulus, depend on mechanical stimulus intensity. The average rate and temporal profile were matched to in vivo recordings from mice (Murthy et al., 2018; Walcher et al., 2018). Specifically, we used polyfit (NumPy, Python) to reproduce the dynamic firing rate of Aβ fibers in response to 5 s mechanical stimulation at 100 mN (Walcher et al., 2018), as well as the dynamic rates of Aδ- and C-fibers in response to 5 s mechanical stimulation at 400 mN (Murthy et al., 2018). This response was then scaled to produce different firing rates at different stimulus intensities (Fig. 1A, top). Specifically, for C- and Aβ-fibers, the response at 400 mN was scaled by 0.001, 0.125, 0.25, and 0.5 to produce appropriate rates for <50, 50, 100, and 200 mN, respectively. According to Walcher et al. (2018), mean firing rates of Aβ-fibers plateau at ~60 mN (indicating their preference for low-intensity stimuli), so the dynamic firing rate of
model Aβ-fibers at 50, 100, and 200 mN were all scaled by 1. During low-threshold stimulation (<50 mN), Aβ fibers were scaled linearly from 0.1 to 1 for 5–50 mN, respectively. Finally, using the dynamic firing rates of each fiber type, the spike trains for each primary afferent neuron (Aβ, n = 20; Aδ, n = 20; C, n = 160) was created for each stimulus intensity using an inhomogeneous Poisson process. The bottom panel of Figure 1A shows the average firing rate for each primary afferent population. C-fibers were subdivided into peptidergic [C,TRPV1 (transient receptor potential V member 1); n = 80] and nonpeptidergic [C,IB4 (isolectin B4); n = 80] subpopulations because only peptidergic C-fibers directly connect to spinal projection neurons (Peirs and Seal, 2016; Lechner, 2017).

Spinal cell models. The SDH contains excitatory and inhibitory interneurons whose axons remain in the spinal cord, as well as projection neurons whose axons extend to the brain. In the rodent spinal cord, experimental findings generally agree that delayed and transient firing are the most common patterns seen in excitatory interneurons, whereas tonic firing is most commonly observed in inhibitory interneurons (Lu and Perl, 2005; Yasaka et al., 2010; Cui et al., 2011; Duan et al., 2014; Kardon et al., 2014; Punnakkal et al., 2014; Todd, 2017; Wang et al., 2018; Smith et al., 2019; Catheau et al., 2021; Peirs et al., 2021). Therefore, starting from the morphology and conductance densities of spinal neurons used by Zhang et al. (2014), we reproduced delayed and transient firing in our excitatory neuron models and tonic firing in inhibitory spinal neurons (Fig. 1B). Each spinal neuron model consisted of three interconnected, cylindrical compartments representing the soma, dendrites, and axon initial segment (AIS). The morphology of excitatory and projection neurons were of similar proportions, which differed slightly from inhibitory neurons (Table 1). Specifically, the soma compartment was larger for excitatory and projection neurons (diameter, 10 μm) than inhibitory neurons (10 μm), but the dendrites of inhibitory neurons were longer based on previous models of tonic firing spinal neurons by Melnick et al. (2004). Next, an A-type potassium current (kA), which activates at subthreshold membrane potentials and delays spike onset, was added to excitatory neurons. Conductance density parameters in excitatory neurons (Table 2) were then tuned to reproduce the spiking pattern, including the spike count and delay to first spike, across a range of current injection intensities applied to the soma through an IClamp point process. Transient central excitatory neurons (eTrC) produce one to two spikes within 100 ms of current onset (Fig. 1B, left). In delayed firing neurons, the latency to first spike decreases with increasing current (Fig. 1B, center). Spike height in these neurons...
was 107 mV from the starting voltage, similar to the experimental value of 110 mV. Tonic firing inhibitory neurons were simulated based on the morphology and conductance densities of previous spinal neuron models (Melnick et al., 2004; Zhang et al., 2014) and, thus, exhibited a similar tonic firing profile to experimental data (Fig 1B, right). Spinal projection neurons were also based on previous models (Aguiar et al., 2010; Zhang et al., 2014). Membrane capacitance for all spinal neuron models was 1.0 μF/cm². Conductance densities are summarized in Table 2. Equations and parameters other than conductance density are taken directly from past work (Hodgkin and Huxley, 1952; Traub and Miles, 1991; Melnick et al., 2004; Aguiar et al., 2010; Zhang et al., 2014) and are supplied in the freely available code.

Spinal neuron populations. Inhibitory spinal interneurons (designated by “i”) were divided into three subtypes defined by their expression of parvalbumin (iPV) or dynorphin (iDYN), or by their islet expression of protein kinase C (iPKC). These neuronal subtypes are described as their own population, such that each islet of interneurons (iPV, iDYN, iISLET) was treated as a separate input to the spinal model. In the SDH model, each of these interneuron subtypes was separated into six subtypes defined by their expression of protein kinase C θ (ePKCθ), vesicular glutamate transporter 3 (eVGLUT3), δ opioid receptor (eDOR), somatostatin (eSST), or calretinin (eCR) or by their transient-spiking pattern (eTrC). Previous experiments have shown substantial overlap in gene expression between different excitatory subtypes (Fig. 1C). Specifically, these studies have highlighted the overlap between different excitatory neuron populations expressing SST: 35% of VGLUT3-expressing neurons (Cheng et al., 2017), 63% of PKCθ-expressing neurons (Gutierrez-Mecinas et al., 2016), 67% of CR-expressing neurons (Gutierrez-Mecinas et al., 2016), and 62% of DOR-expressing neurons (Wang et al., 2018) have been shown to also express SST. Furthermore Peirs et al. (2015) reported a 25% and 7% overlap between VGLUT3 expression with CR or PKCθ, respectively, with little to no overlap between CR and PKCθ expression. In the SDH model, each of these neuronal subtypes are defined as their own population, such that the eSST population is the subset of neurons that do not also express VGLUT3, PKCθ, CR, or DOR. Some eSST and eCR neurons have vertical morphology with dorsoventral and rostrocaudal dendrites (Huang et al., 2018; Gutierrez-Mecinas et al., 2019). Projection (p) neurons are defined by the expression of the neurokinin-1 (NK1) receptor (Todd et al., 2000) and are henceforth referred to as pNK1 neurons. Choi et al. (2020) recently identified subtypes of projection neurons that do not express the NK1 receptor, but Browne et al. (2021) found that 83% of neurons projecting to the parabrachial nucleus were NK1 positive.

The model contains inputs from 200 primary afferent fibers (20 Aβ, 20 Aδ, 80 Cβ4, and 80 CTRPV1) and 209 spinal dorsal horn neurons (30 ePKCθ, 4 eVGLUT3, 30 eDOR, 10 eTRC, 15 eSST, 20 eCR, 15 ePV, 60 IDYN, 15 iSLET, and 10 pNK1). The numbers of primary afferents and spinal neurons were approximated from experimental data. Specifically, the number of eSST, ePKCθ, eCR, eVGLUT3, IDYN, and iPV neurons were assumed based on previous immunohistochemical expression data (Häring et al., 2018). The number of eDOR neurons was assumed to be the same as ePKCθ neurons based on additional immunohistochemical data (Wang et al., 2018). The number of eTRC neurons was assumed to be only a portion of the number of PKCθ and CR neurons because eTRC neurons are a subpopulation of PKCθ and CR neurons (Peirs et al., 2020). We set the number of iSLET neurons to be the same as the number of iPV neurons. The proportion of excitatory (~55%) to inhibitory (~45%) spinal interneurons in our model is consistent with previous experimental work (Polgár et al., 2003, 2013). The number of projection (pNK1) neurons was assumed to be ~5% of the total number of spinal neurons based on quantitative experimental data showing that the majority of spinal neurons in lamina I–III are interneurons (Cameron et al., 2015; Todd, 2017). The total number of primary afferent fibers (~1000 fibers) was based on the rodent experimental data (Peyronnard et al., 1986; Le Bars et al., 2001) and the proportion of Aβ-, Aδ-, and C-fibers (10, 10, and 80%) was derived from experimental results (Le Bars et al., 2001). Similar to Crodelle et al. (2019), the number of neurons and afferent fibers in the SDH model represent one-fifth of the true number to reduce the computing load.

Synaptic connectivity. Synaptic connectivity of the SDH model (Fig 1D,E) was based on recent reviews of experimental data (Peirs and Seal, 2016; Lechner, 2017), with additional connections and neuron populations based on more recent observations (Wang et al., 2018; Petitjean et al., 2019; Smith et al., 2019). Historically, SDH circuitry was dissected using techniques like paired recordings (Lu and Perl, 2003, 2005; Graham et al., 2007), but more recent connectivity data come from genetic labeling, optogenetic, and ablation studies. Many experiments involve silencing/ablating different genetically defined neuron populations and monitoring changes in sensitivity to mechanical stimuli. Results suggest that different spinal microcircuits are involved in different types of mechanical allodynia (e.g., static vs dynamic) and, by doing so, provide clues about connectivity. For example, eCR neurons were shown to have both eSST and eDOR presynaptic neurons (eSST neurons: Lu and Perl, 2003; eDOR neurons: Boyle et al., 2021); but a parallel arrangement is suggested by recent ablation studies that show that eCR neurons selectively contribute to static allodynia following nerve injury (Duan et al., 2014; Petitjean et al., 2019) whereas eSST neurons contribute to both static and dynamic allodynia (Duan et al., 2014), and that some eCR neurons connect directly to pNK1 neurons (Petitjean et al., 2019; Smith et al., 2019); therefore, the eCR population was incorporated separately from eSST. Since eDOR neurons are selectively implicated in static allodynia (Wang et al., 2018), they were connected to both eSST and eCR neurons. In contrast, eVGLUT3 neurons are selectively implicated in dynamic allodynia (Cheng et al., 2017), and so they were connected to eSST neurons but not to eCR neurons. Since pharmacological inhibition of ePKCθ neurons reduced both types of allodynia (Petitjean et al., 2015), ePKCθ neurons were connected to both eSST and eCR neurons. It was also demonstrated that Aδ-fibers exhibit monosynaptic or polysynaptic connections with eDOR and eSST neurons, but not ePKCθ neurons (Wang et al., 2018), and this is therefore reflected in our model circuitry.

Synaptic connectivity also plays a role in the spike train variability characteristics of across-population and across-neuron variability in the spinal cord. Many experiments have shown that different primary afferents whose spike trains have an equivalent rate but different patterns (i.e., each afferent spike train is generated from a separate Poisson process). For two populations that are synaptically connected (Fig 1E), cells within each population are connected probabilistically such that each postsynaptic cell in population Y receives input from a different (partially overlapping) subset of presynaptic cells in population X, and each presynaptic cell in population X provides output to a different (partially overlapping) subset of cells in population Y. Each neuron in the presynaptic population has a 20% probability of forming a connection with a neuron in the postsynaptic population. We assumed a 20% probability of connection based on the sparse connectivity revealed by patch-clamp recordings, which demonstrated that only 10–20% of simultaneously recorded pairs were synaptically connected (Lu and Perl, 2003, 2005; Lu et al., 2013).

Synapse models. Excitatory synaptic transmission was mediated by AMPA, NMDA, and NK1 receptors, whereas inhibitory synaptic transmission was mediated by GABA_A and glycine receptors. Therefore, AMPA and NMDA receptors were implemented at each excitatory connection, and GABA_A and glycine receptors were implemented at each inhibitory connection, with some exceptions: NMDA receptors were not included at C-eTRC, C-IDYN, and C-iSLET synapses from glycine receptors, and NMDA were not included in iSLET-eTRC, iDYN-iSLET, and iSLET-iDYN synapses (Lu and Perl, 2003). NK1 receptors were included exclusively at...
Table 2. Ion channels in spinal neuron models

<table>
<thead>
<tr>
<th>Spinal neuron population</th>
<th>Ion channel</th>
<th>Conductance at dendrite (mS/cm²)</th>
<th>Conductance at soma (mS/cm²)</th>
<th>Conductance at AIS (mS/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delayed firing excitatory interneurons</td>
<td>HH-type 1 Na⁺</td>
<td>0.0</td>
<td>85.48</td>
<td>23.75</td>
</tr>
<tr>
<td>(ePKCy, eVGLUT3, eDOR, eSSST, eCR)</td>
<td>HH-type 2 Na⁺</td>
<td>0.0</td>
<td>0.1652</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>9.60 × 10⁻³</td>
<td>0.111</td>
<td>15.47</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>144</td>
<td>4.3</td>
<td>304</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>0.933</td>
<td>10.9</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>2</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>9.6 × 10⁻⁴</td>
<td>9.6 × 10⁻⁴</td>
<td>9.6 × 10⁻⁴</td>
</tr>
<tr>
<td>Transient firing excitatory interneurons</td>
<td>HH-type 2 Na⁺</td>
<td>0.0</td>
<td>306.6</td>
<td>5147</td>
</tr>
<tr>
<td>(eTrC)</td>
<td>K⁺</td>
<td>206.1</td>
<td>0.0106</td>
<td>217.1</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>0.1583</td>
<td>49.57</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>2</td>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>4.2 × 10⁻²</td>
<td>4.2 × 10⁻²</td>
<td>4.2 × 10⁻²</td>
</tr>
<tr>
<td>Tonic firing inhibitory interneurons</td>
<td>HH-type 2 Na⁺</td>
<td>0.0</td>
<td>8</td>
<td>3450</td>
</tr>
<tr>
<td>(iPV, iDYN and iISLET)</td>
<td>K⁺</td>
<td>34</td>
<td>4.3</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>1.1 × 10⁻²</td>
<td>1.1 × 10⁻²</td>
<td>1.1 × 10⁻²</td>
</tr>
<tr>
<td>Projection neurons (pNK1)</td>
<td>HH-type 1 Na⁺</td>
<td>0.0</td>
<td>0.0</td>
<td>3450</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>36</td>
<td>1.075</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>CaAN</td>
<td>9.1 × 10⁻²</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Cal.</td>
<td>3.0 × 10⁻⁲</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>K⁺</td>
<td>1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>NaP</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Leak</td>
<td>4.2 × 10⁻²</td>
<td>4.2 × 10⁻²</td>
<td>4.2 × 10⁻²</td>
</tr>
</tbody>
</table>

HH, Hodgkin–Huxley-type channels (type 1 from Traub and Miles, 1991; type 2 from Hodgkin and Huxley, 1952); K⁺, delayed rectifier potassium channel; CaAN, slow calcium-dependent cation channel; CaL, L-type high-threshold calcium channel; Kdr, delayed rectifier potassium channel; KCa, slow calcium-dependent potassium channel; NaP, persistent sodium channel.

the C,TRPV1−pNK1, eSSST−pNK1, and eCR−pNK1 synapses based on experimental findings showing overlapping expression of substance P with SST (Gutierrez-Mecinas et al., 2017) or CR (Gutierrez-Mecinas et al., 2019). The different types of synapses formed between each presynaptic and postsynaptic population are summarized in Figure 1E. Synapses were modeled using the Exp2Syn mechanism, which is defined by rise and decay time constants, and scaled by a synaptic weight. Rise and decay time constants (in milliseconds) were as follows: AMPA 0.1, 5; NMDA 2, 100; NK1 100, 1000; GABA_A, 0.1, 20; and glycine 0.1, 10. The inhibitory reversal potential (E_{inh}) was −70 mV and excitatory reversal potential was 0 mV. Synaptic weights for each presynaptic-to-postsynaptic connection were tuned as described below.

Model optimization. Synaptic weights were tuned using a GA similar to previous studies (Dura-Bernal et al., 2015; 2019b; Neymotin et al., 2017). We used a high-performance computing (HPC) cluster (Google Cloud Platform (https://cloud.google.com/); OIST Deigo (https://groups.oist.jp/scs/deigo)) to efficiently model the optimization process using parallelization of the GA or, more specifically, of the model evaluation at each generation (Sivagnanam et al., 2020). Parallel implementation of the GA over a large HPC cluster was achieved through the NetPyNE tool, which is interfaced with a Python-based optimization package (Inspired; https://pypi.org/project/inspired) and an open-source HPC job-scheduling system (Slurm; https://slurm.schedmd.com). Our GA used tournament selection, uniform crossover, Gaussian mutation, and generational replacement (Carlson et al., 2014; Dura-Bernal et al., 2017). The population size, maximum number of generations, and mutation rate were set to 150, 100, and 0.4 for all GA fitting. Synaptic weights (35 values in total) were chosen by minimizing an error function (fitness corresponds to the inverse of the error). The error function was defined as the difference between median experimental (expt) and model pNK1 firing rates evoked by mechanical stimulation at 50, 100, and 200 mN, and the lack of pNK1 firing at 10 and 25 mN, quantified as follows:

\[
\text{error} = 0 - \text{model}_{50mN} + 0 - \text{model}_{100mN} + \left| \frac{\text{expt}_{50mN} - \text{model}_{50mN}}{\text{expt}_{50mN}} \right| + \left| \frac{\text{expt}_{100mN} - \text{model}_{100mN}}{\text{expt}_{100mN}} \right| + \left| \frac{\text{expt}_{200mN} - \text{model}_{200mN}}{\text{expt}_{200mN}} \right|.
\]

Synaptic weights for population initialization were randomly drawn from a beta distribution ranging from 1.0E-8 to 0.5; the beta distribution encourages selection of smaller weights, but the broad range allows for larger weights. Weights for NK1 synapses were capped at 1.0E-6 because their slow kinetics allow them to have a strong effect even when their peak amplitude is small. The best solution, or set of 35 synaptic weights, was chosen based on the smallest error value after 150 generations (the GA stopping criterion). Median pNK1 firing rates had to fall within the interquartile range (IQR; 25th to 75th percentile) of experimental data (IQR: 50 mN = 0.27–5.56 spikes (spk)/s; 100 mN = 0.48–11.39 spk/s; 200 mN = 2.99–21.96 spk/s) and exhibit normal intensity discrimination (i.e., median pNK1 firing rate at 200 > 100 > 50 > 25 > 10 mN). If these convergence criteria were not met by 150 generations, the GA was stopped and run again with a different population initialization. Various iterations of the GA were run to fit our model to experimental data and to explore how synaptic weights changed for different population initializations. For a subset of these solutions, see Figure 3. Further simulations were performed (see Figs. 3–5) to validate that our final solution of synaptic weights could reproduce other experimental data not used as part of the fitting process.

Statistical analysis. Data analysis was performed using NetPyNE 0.9.7 (Dura-Bernal et al., 2019a) and MATLAB R2021a (MathWorks). Five-second-long SDH network responses were simulated. Similar to the analysis in the study by Allard (2019), individual data points from simulations represent the average firing rate of each simulated pNK1 neuron (n = 10/simulation run) calculated as the total number of spikes divided by the 5 s simulation period. Data with a non-Gaussian distribution are summarized as box plots showing the individual data points and are summarized in the text as median (25th to 75th percentile). Firing rate histograms (FRHs) were calculated using the kernel density estimation method (Shimazaki and Shinomoto, 2010). Briefly, spike trains across neurons of the same subpopulation were superimposed, and the resulting spike sequence was convolved with a 100-ms-wide Gaussian kernel to obtain a smooth estimation of firing rate. Normally distributed data were compared using a t test, whereas a Mann–Whitney U test was used when data were not normally distributed. Pearson’s correlation coefficient (r) is stated for all linear regressions. The level of significance for all statistical tests was p < 0.05.

Data availability. Freely usable code of the model developed in this study is available at ModelDB (http://modeldb.yale.edu/267056).
Results
Response of SDH model to mechanical stimulation
Having already set the parameters for single-neuron models (see Materials and Methods), synaptic weights were tuned to reproduce pNK1 firing rates (circuit output) given afferent firing rates (circuit input) across a range of mechanical stimulus intensities (10, 25, 50, 100, and 200 mN). Based on the large number of synaptic weights to be tuned, a genetic algorithm was used to identify different sets of parameters (see Materials and Methods; see Fig. 3). Figure 2 shows sample responses from a circuit based on one set of synaptic weights. At 100 mN, the activation of Aβ-fibers (brown), Aδ-fibers (gold), and C-fibers (green) evoked spiking in all excitatory and inhibitory neuron populations except for iISLET neurons, and this resulted in pNK1 firing (black). Heterogeneity in the spike trains between neurons within a given population (Fig. 2A, raster plot) reflects the unique connectivity between each postsynaptic neuron and its presynaptic input (see Materials and Methods), as well as the randomness of spiking in primary afferents. There is no spontaneous activity in the SDH model, and, as such, the model is quiescent before stimulation. At 50 mN, primarily Aβ-fibers were activated (Fig. 2B, left), which was sufficient to activate some excitatory and inhibitory interneurons (blue and red hues, respectively), but caused only modest activation of projection neurons; ~40% of pNK1 neurons responded briefly, over a 0.5 s period, with 7–30 spikes. At 200 mN stimulation (Fig. 2B, right), activation of Aδ- and C-fibers increased with no further increase in Aβ-input. Because of these differences in afferent input firing rates (Fig. 1A), deeper spinal neurons such as iPv and ePKCy neurons, which receive predominantly Aβ input, showed minimal increases in firing as the stimulus intensity was increased from 50 to 200 mN. In contrast, neurons positioned more superficially, which receive direct input from Aδ- and C-fibers, showed substantial increases in firing between 50 and 200 mN.

Figure 2C compares experimental firing rates from lamina I NK1 projection neurons during mechanical stimulation (Allard,
2019) with firing rates of model pNK1 neurons after optimizing synaptic weights. At each stimulus intensity tested, the model (white) reproduced the firing rates of real (gray) projection neurons [50 mN: experiment = 1.63 spk/s (0.27–5.56 spk/s), model = 0.40 spk/s (0–1.80 spk/s); 100 mN: experiment = 5.46 spk/s (0.48–11.39 spk/s), model = 3.00 spk/s (1.20–6 spk/s); 200 mN: experiment = 9.70 spk/s (2.99–21.96 spk/s), model = 11.30 spk/s (7.40–14.20 spk/s); experiment, n = 32; model, n = 10).

For the remainder of this study, we treat pNK1 firing rates as a proxy measure for pain. Notwithstanding obvious caveats (e.g., the impact of cortical processing on pain perception), this approximation is justified by several observations. Selective ablation of NK1 receptor-positive projection neurons in lamina I attenuates allodynia and hyperalgesia in rodents (Mantyh et al., 1997; Nichols et al., 1999), and their selective activation evokes behaviors associated with stress and anxiety (Choi et al., 2020). This suggests that pNK1 neuron activation is necessary and sufficient to produce pain, which together with evidence that pNK1 firing rates correlate with pain intensity (Bester et al., 2000; Andrew and Craig, 2002; Allard, 2019), supports the use of pNK1 neuron activation as an *in silico* proxy for pain.

Degeneracy in the SDH model
Previous experiments and simulations in other systems have shown that distinct sets of synaptic weights can produce equivalent circuit output (Prinz et al., 2004; Gouaillard et al., 2009). This so-called degeneracy is important for maintaining robust circuit function (Marder, 2011; Tang et al., 2012; Marder et al., 2015; Gouaillard and Marder, 2021) insofar as variations in one synaptic weight can be offset by compensatory variations in one or more other weights. It must be appreciated, however, that, despite yielding equivalent circuit output under normal conditions, different synaptic weight combinations may produce very different circuit outputs following perturbation (Sakurai et al., 2014; Haddad and Marder, 2018).

Consistent with such degeneracy, multiple iterations of our genetic algorithm yielded 16 sets of synaptic weights (solutions) capable of reproducing pNK1 responses to mechanical stimulation under normal conditions, but each solution was distinct. Weight matrices from three examples are shown in Figure 3A. Solutions i and ii represent two circuits where pNK1 firing rates correlate with pain intensity (Bester et al., 2000; Andrew and Craig, 2002; Allard, 2019), supports the use of pNK1 neuron activation as an *in silico* proxy for pain.

According to our results, many different sets of synaptic weights reproduced SDH output under normal conditions (i.e., the conditions to which the model was fit), but one set of synaptic weights, solution i, was superior in reproducing SDH output after disinhibition. Comparing solution i with other solutions is revealing. As evident in Figure 3, A and D, synaptic weights tended to be weaker in solution i than in other solutions. In all solutions, synaptic excitation and inhibition were balanced, but in solution i, only weak synaptic inhibition was required to counterbalance weak synaptic excitation; therefore, when synaptic inhibition was removed, solution i was less unbalanced (pNK1 firing rates increased less) than other circuits, reminiscent of the differential balance reported by Lee et al. (2019). To test this, we shifted solution ii from strong excitation/strong inhibition to weak excitation/weak inhibition by reducing all synaptic weights except NK1 by a factor of 0.65 and 0.02 at deep and superficial synapses, respectively. Median pNK1 firing rates in this rescaled model are shown as solid pink lines in Figure 3, B and C. Compared with the original solution ii, pNK1 firing was significantly reduced in the disinhibited condition and more reasonably approximated experimental findings (Allard, 2019), but was unchanged in the normal condition, as predicted. Since disinhibited responses were not included in the error function, and were not otherwise considered during fitting, testing the disinhibited responses serves to validate the model. Other solutions could be returned to give reasonable disinhibited responses, but solution i was considered our top candidate. Sensitivity analysis of solution i confirmed that a 5% increase or decrease in various synaptic weights caused only modest changes in pNK1 firing rates (Fig. 3F), thus excluding the possibility that circuit function relies on the maximum sustainable firing rate, like slow sodium channel inactivation, were not included in our neuron models.

Although solution i is considered our “best” outcome based on its disinhibited responses, analysis of the other solutions is nonetheless revealing. By removing Aβ inputs and retesting the circuits, we determined whether pNK1 neuron responses to weak (25 mN) stimulation in the disinhibited state were because of Aβ or C/Δδ input. In seven solutions, Aβ input drove pNK1 neuron spiking (e.g., solutions i and ii), whereas C/Δδ input was responsible in the other nine solutions (e.g., solution iii). Subdividing all 16 solutions found by the GA based on this criterion, the synaptic weights between Aβ and excitatory interneurons was found to be significantly stronger in the former group (n = 7) than in the latter (n = 9; Fig. 3D; p = 0.018, t test); other synaptic weights did not differ significantly between these groups. Further analysis revealed significant negative correlations between the strength of AMPA synapses between Aβ and excitatory interneurons and the strength of AMPA and NMDA synapses between excitatory interneurons and pNK1 neurons [Fig. 3E, left panels; Aβ → E(AMPA) vs E → pNK1(AMPA): r = −0.69, p = 0.003; Aβ → E(AMPA) vs E → pNK1(NMDA): r = −0.66, p = 0.005]; in other words, the stronger the Aβ input to excitatory interneurons, the weaker the output of those interneurons to pNK1 neurons. This pattern is consistent with a variation in one parameter being offset by compensatory variation in other parameters, a hallmark of degenerate systems. Notably, correlations between other synaptic weights that we considered were not significant [Fig. 3E, right panels; Aβ → E (NMDA) vs E → pNK1(AMPA): r = −0.45, p = 0.078; Aβ → E(NMDA) vs E → pNK1(NMDA): r = −0.26, p = 0.34]. These examples hint at the much deeper analysis that can be conducted on these sorts of datasets.

According to our results, many different sets of synaptic weights reproduced SDH output under normal conditions (i.e., the conditions to which the model was fit), but one set of synaptic weights, solution i, was superior in reproducing SDH output after disinhibition. Comparing solution i with other solutions is revealing. As evident in Figure 3, A and D, synaptic weights tended to be weaker in solution i than in other solutions. In all solutions, synaptic excitation and inhibition were balanced, but in solution i, only weak synaptic inhibition was required to counterbalance weak synaptic excitation; therefore, when synaptic inhibition was removed, solution i was less unbalanced (pNK1 firing rates increased less) than other circuits, reminiscent of the differential balance reported by Lee et al. (2019). To test this, we shifted solution ii from strong excitation/strong inhibition to weak excitation/weak inhibition by reducing all synaptic weights except NK1 by a factor of 0.65 and 0.02 at deep and superficial synapses, respectively. Median pNK1 firing rates in this rescaled model are shown as solid pink lines in Figure 3, B and C. Compared with the original solution ii, pNK1 firing was significantly reduced in the disinhibited condition and more reasonably approximated experimental findings (Allard, 2019), but was unchanged in the normal condition, as predicted. Since disinhibited responses were not included in the error function, and were not otherwise considered during fitting, testing the disinhibited responses serves to validate the model. Other solutions could be returned to give reasonable disinhibited responses, but solution i was considered our top candidate. Sensitivity analysis of solution i confirmed that a 5% increase or decrease in various synaptic weights caused only modest changes in pNK1 firing rates (Fig. 3F), thus excluding the possibility that circuit function relies on...
unrealistically precise parameter tuning. We therefore proceeded with solution i for all subsequent analysis.

Effect of spinal neuron ablation

Having tentatively validated solution i on the basis of its disinhibited responses (Fig. 3C), we proceeded to test how that model responded to other manipulations, namely ablation or silencing of specific types of neurons, for comparison with equivalent manipulations in experiments. For instance, Petitjean et al. (2015) demonstrated that the ablation of PV neurons decreased mechanical threshold (i.e., increased sensitivity) to von Frey stimulation. Interestingly, mechanical allodynia in PV-ablated mice was reversed by pharmacological inhibition of PKCγ neurons. To examine the effects of IPv ablation in the SDH model, we set the number of IPv neurons to zero while leaving all other aspects of the model unchanged, and measured pNK1 neuron firing rates. Ablating IPv neurons increased median pNK1 firing rates from 0 to 39.1 spk/s (12.2–54.1 spk/s) at 20 mN (Fig. 4Bb) and from 11.3 spk/s (7.4–14.2 spk/s) to 70 spk/s (52.8–77.6 spk/s) at 200 mN (Fig. 4Bb). ePKCγ neurons were the excitatory interneurons most affected by the loss of IPv neurons (Fig. 4Ab, b′). In agreement with experimental findings (Petitjean et al., 2015), removing ePKCγ neurons from our model mitigated the increased pNK1 firing caused by ablating IPv neurons (Fig. 4Bc, c′). This mitigating effect was especially strong for weak stimuli (20 mN) where pNK1 firing rates returned to normal (Fig. 4Bc).

In the SDH model, IPv neurons inhibit ePKCγ and eDOR neurons, but not eSST neurons, which offer an alternate path for low-threshold inputs to reach pNK1 neurons (Fig. 1D). Following IPv ablation, ablating eDOR neurons (Fig. 4Bd, d′) or

Figure 3. Degeneracy in the SDH circuit model. A, Synaptic weight combinations for 3 sample solutions (of 16) found by the GA fitting process. Solution i is reported in all other figures; solution ii is a second representative Aβ-driven solution; and solution iii is a representative C/δ-driven solution. B, C, Response of models from A to 10–200 mN mechanical stimulation in normal conditions (B) and following complete blockade of GABAA and glycine receptors (C). The dashed line in C represents experime ntally measured median pNK1 firing rate in response to light touch following inhibitory receptor blockade (Allard, 2019). Thick pink lines shown for solution ii in B and C report median pNK1 firing rate after reducing synaptic weights by a factor of 0.65 and 0.02 at deep and superficial synapses, respectively (see results). D, Average weight of different synaptic connections for circuits driven by Aβ (light gray, n = 7) or C/δ (dark gray, n = 9) fibers at low stimulus intensities. Light gray ▼, light gray △, and dark gray △ correspond to data from solutions i, ii, and iii, respectively. E, Correlations between AMPA and NMDA synaptic weights at Aβ versus E versus pNK1 connections. Red linear regression lines indicate significant correlations (t test). r, Pearson’s correlation coefficient. F, Sensitivity analysis of solution i. Simulation was repeated after increasing (△) or decreasing (○) the strength of each type of synaptic weight by 5%. Solid and dashed lines show median and interquartile range, respectively, of pNK1 firing rates for original weights (same as solution i in B). Only three points fell outside the interquartile range, confirming that circuit function is relatively insensitive to small parameter changes.
Duan et al. (2014) showed that iDYN ablation mechanisms that control access of Aβ native, untargeted excitatory interneurons.

Histories for response to 20 mN (Fig. 4a) and 200 mN (Fig. 4b) stimuli under control conditions (a, a') and following the ablation of iP (b, b'); iP and ePKCγ (c, c'); iP and eDOR (d, d'); iP and eSSST (e, e'); or iP, ePKCγ, eDOR, and eSSST (f, f'). Ablated: +, intact. C, Input–output curves summarize median pNK1 firing rates from 0 to 200 mN across all conditions in B.

Figure 4. Effect of ablating iP neurons on pNK1 firing depends on excitatory interneurons. A, Firing rate histograms for response to 20 mN (a–f) and 200 mN (a'–f) stimuli under control conditions (a, a') and following the ablation of iP (b, b'); iP and ePKCγ (c, c'); iP and eDOR (d, d'); iP and eSSST (e, e'); or iP, ePKCγ, eDOR, and eSSST (f, f'). B, Summary of pNK1 firing rates under different ablation conditions. –, Ablated; +, intact. C, Input–output curves summarize median pNK1 firing rates from 0 to 200 mN across all conditions in B.

eSSST neurons (Fig. 4Be,e') also reduced the increased pNK1 firing, especially at 20 mN. Finally, simultaneously ablating ePKCγ, eDOR, and eSSST neurons completely blocked the increase in pNK1 firing caused by iP ablation at 20 mN (Fig. 4Bf) and 200 mN (Fig. 4Bh). The input–output curve in Figure 4C summarizes the effect of different ablations on pNK1 firing at 0–200 mN and reveals that a ceiling effect is reached at 50 mN under certain conditions (e.g., following iP ablation). In addition to confirming the importance of polysynaptic circuits for relaying low-threshold Aβ input to projection neurons, these simulations highlight the idea that alternate routes are slightly different from each other (e.g., differently inhibited). By extension, these results predict that excitatory interneurons are an important target for combating allodynia, but that the efficacy of treatments targeting these interneurons may hinge on modulating all routes, lest Aβ input reach projection neurons via alternative, untargeted excitatory interneurons.

Next, we explored alternative routes and inhibitory mechanisms that control access of Aβ input to projection neurons. Selective ablation of iDYN neurons did not increase pNK1 firing at 20, 50, 100, or 200 mN (Fig. 5A, red), which is contrary to findings by Duan et al. (2014). We theorized that this stark difference from the effect of iP ablation (Fig. 5A, pink) was the result of SDH circuit degeneracy. Specifically, as both iP and iDYN neurons inhibit major excitatory interneuron populations, we hypothesized that iP- and iDYN-derived inhibition were functionally equivalent and could thus be traded off without compromising circuit responses to mechanical stimulation. Indeed, iP output weights were stronger than iDYN output weights in solution i, but this was not uniformly true of other solutions (Fig. 3A).

To test our hypothesis, we systematically reduced the weights of iP connections to ePKC or eDOR neurons (wPV), while increasing the weights of iDYN connections to eSSST and eCR neurons (wDYN). Subtle decreases in wPV (a 20% reduction or 0.8 × wPV) led to slight increases in pNK1 firing rates across all stimulus intensities, which could be offset by a 10 × increase in wDYN (Fig. 5Ba, top). This weight combination of 0.8 × wPV and 10 × wDYN (combination i) resulted in pNK1 firing rates similar to control conditions (1 × wPV, 1 × wDYN), and maintained normal intensity discrimination, namely increased pNK1 firing with increasing stimulus intensity [Fig. 5Ba, bottom; pNK1 firing rates in for combination i: 50 mN = 0.5 spk/s (0.1–1.7 spk/s); 100 mN = 4.0 spk/s (2.7–6.4 spk/s); 200 mN = 8.8 spk/s (8.3–14.8 spk/s)]. A 40% decrease in wPV (or 0.6 × wPV) led to greater increases in pNK1 firing rates that required a larger increase (25 ×) in wDYN to achieve full compensation (Fig. 5Bb, top). Similar to combination i, the weight combination of 0.6 × wPV and 25 × wDYN (combination ii) resulted in pNK1 firing rates that were comparable to control conditions and maintained normal stimulus intensity discrimination [Fig. 5Bb, bottom; pNK1 firing rates for combination ii: 50 mN = 1.7 spk/s (0.1–2.8 spk/s); 100 mN = 3.4 spk/s (2.3–5.3 spk/s); 200 mN = 9.8 spk/s (9.3–15.6 spk/s)]. Larger or complete decreases in wPV (0.4 × wPV) all caused progressively greater increases in median pNK1 firing rates and necessitated progressively larger increases in wDYN (50 ×, 100 ×, 200 ×, respectively) for full compensation (Fig. 5Bc–e). However, with these weight combinations (iii–v), compensated median pNK1 firing rates lost their stimulus intensity discrimination (Fig. 2C, gray). These results confirm our hypothesis that increased iDYN-mediated inhibition can offset decreased iPV-mediated inhibition to maintain normal SDH output, but only within certain limits.

Using weight combination ii (0.6 × wPV, 25 × wDYN), our model demonstrated more substantial increases in pNK1 firing following iP ablation, especially for strong stimuli (≥50 mN), without compromising the effect of iP ablation on pNK1 firing (Fig. 5C). These results suggest that iP neurons are more important for allodynia, whereas iDYN neurons are more important for hyperalgesia; however, such interpretations are limited by degeneracy of the SDH circuit (Fig. 3). Previous experimental work by Duan et al. (2014) showed that iDYN ablation
unmasked direct Aβ input to eSST neurons, presumably by removing presynaptic inhibition of Aβ fibers. Although we did not formally simulate presynaptic inhibition in our model, the addition of a direct Aβ input to eSST neurons during iDYN ablation increased the response of pNK1 neurons at 20 mN (Fig. 5D), thus identifying a mechanism through which iDYN neurons may be implicated in allodynia.

In summary, the results of Figure 5 demonstrate a trade-off between iPV- and iDYN-mediated inhibition. wPV, Synaptic weights between iPV and ePKCγ/eDOR; wDYN, synaptic weights between iDYN and eCR/eSST. A, Response of original SDH model (1wPV, 1wDYN; weights from solution i in Fig. 3A) to 20, 50, 100, and 200 mN stimulation under control conditions (white) or following ablation of iDYN (red) or iPV (pink) neurons. Ba–e, Top, Increases in median pNK1 firing rates [corrected to control (C)] following a 20% (a), 40% (b), 60% (c), 80% (d), or 100% (e) reduction in wPV can be compensated for by concurrent increases in wDYN (x-axis). Full compensation of pNK1 firing rates is indicated by the return of curves to the red line at weight combinations i–v. B, Bottom, Firing rates of pNK1 neurons at 50, 100, and 200 mN with compensated wPV/wDYN combinations i–v. The same simulation conditions as in A but with alternate iPV/iDYN weight combination ii (0.6wPV, 25wDYN). Abating iDYN neurons had a significantly larger effect in the alternate model (C) than in the original model (A) for all stimulus intensities except 20 mN (*p < 0.005, Mann–Whitney U tests); effects do not differ significantly (p > 0.4) between A and C for control or iPV ablation conditions. D, Response of pNK1 neurons to 20 mN following iDYN ablation and the addition of direct Aβ to eSST input. * indicates a significant (p < 0.005) increase in pNK1 firing rate compared with iDYN ablation at 20 mN in A and C.

Effects of disinhibition

Several experimental studies have shown that blocking synaptic inhibition in the spinal cord can acutely reproduce the allodynia and hyperalgesia observed after nerve injury or in other neuropathic pain conditions (for review, see Prescott, 2015). Furthermore, in vivo recordings have documented the associated increase in projection neuron firing after reducing synaptic inhibition (Keller et al., 2007; Allard, 2019). The effects of disinhibition on our SDH model were discussed briefly in Figure 3, but are fleshed out more fully here, taking into account the role of excitatory interneurons described above.

Figure 6A shows pNK1 firing rates before (white) and after partial (90%) and complete blockade of GABAergic and glycergic synaptic weights to 10% or 0% of their original values. IRB caused increased pNK1 firing rates across all stimulus intensities, consistent with disinhibition causing hyperalgesia (increased
pain in response to strong stimuli) and allodynia (pain in response to normally innocuous stimuli). Complete and partial IRB caused nearly equivalent pNK1 firing at high intensities (50–200 mN), whereas at lower stimulus intensities, pNK1 firing rates were substantially higher after complete IRB than after partial IRB, which suggests that a small amount of residual inhibition can go a long way in attenuating SDH output (see below). The range of disinhibited pNK1 firing rates (0–85 spk/s) is consistent with experimental data (10–170 spk/s; Allard, 2019). Most notably, after IRB, innocuous stimulation (10–20 mN, depending on the degree of receptor blockade) evoked equivalent pNK1 firing rates as noxious stimulation (200 mN) under normal stimulus conditions, consistent with disinhibition causing mechanical allodynia.

In neuropathic pain conditions, inhibition in the SDH is commonly compromised by chloride dysregulation (CD). CD stems from the downregulation of the potassium-chloride cotransporter 2 (KCC2), which causes elevated intracellular chloride and a depolarizing shift in the anion reversal potential (which corresponds to \( E_{\text{inh}} \) in our model; Coull et al., 2003). In vivo recordings have documented the effects of CD on different types of SDH neurons (Keller et al., 2007; Lee et al., 2019; Ferrini et al., 2020). IRB and CD, which can be induced artificially by blocking KCC2, appear to have similar effects on SDH interneurons (Lee and Prescott, 2015), but the impact on circuit-level function remains to be investigated. Using our model, we investigated the effect of shifting \( E_{\text{inh}} \) from −70 to −45 mV. A depolarizing shift in \( E_{\text{inh}} \) increased pNK1 firing rates during strong stimulation (50–200 mN) but caused more subtle increases in pNK1 firing during weak stimulation (20 mN; Fig. 6B). The increase in pNK1 firing because of CD was smaller than that caused by 90% IRB. This finding is consistent with the findings of Keller et al. (2007), who found that GABA\(_A\) receptor blockade led to slightly larger increases in projection neuron firing to innocuous touch than KCC2 blockade, but is inconsistent with other work showing that KCC2 blockade produces allodynia and that reversing CD reduces allodynia (Gagnon et al., 2013; Mapplebeck et al., 2019).

To investigate this further, we compared the firing rates of interneurons in the SDH circuit during weak (20 mN) and strong (200 mN) stimulation after disinhibition by 90% IRB or CD (Fig. 6C, red and gold, respectively). The most remarkable difference was that excitatory interneurons immediately presynaptic to pNK1 neurons (namely eSST and eCR neurons) fired much less after CD than after 90% IRB. Excitatory neurons further upstream (namely, eTRC, ePKC\(_\gamma\), and eDOR neurons) also fired less after CD than after 90% IRB, but the difference was smaller. This suggests that disinhibition has a compounding effect: disinhibiting upstream excitatory neurons leads to increased excitatory input to downstream neurons, which, if not balanced by inhibition, leads to progressive increases in excitatory input to each subsequent layer of the feedforward network.

Figure 6. Response of SDH model to different forms of disinhibition. A, Firing rates of pNK1 neurons (\( n = 10 \)) to 10–200 mN stimulation following partial (90%, red) or complete (100%, gray) IRB. The SDH model quantitatively reproduces experimental data after IRB (dashed line; same as in Fig. 3C). B, Response of pNK1 neurons to 10, 20, 50, and 200 mN stimulation following a +25 mV shift in \( E_{\text{inh}} \) to simulate CD. Lines show median pNK1 firing rates under control conditions (black) and after 90% IRB (red). Compared with 90% IRB, the increase in pNK1 firing because of CD was significantly less at 20 mN (**\( p = 0.0024 \)), 50 mN (**\( p = 0.0073 \)), and 200 mN (*\( p = 0.014 \); Mann–Whitney \( U \) tests). C, Firing rates of different spinal interneuron populations under control conditions (white), or following 90% IRB (red), CD (yellow), or CD and a 60% reduction in iPV weights (wPV; purple). For 200 mN stimulation, increased firing because of CD was significantly less than for 90% IRB for eSST neurons (c, \( p = 0.0090 \)) and eCR neurons (d, \( p < 0.001 \), but not quite for ePKC\(_\gamma\) (a, \( p = 0.18 \)) or eDOR (b, \( p = 0.10 \); Mann–Whitney \( U \) tests). Results were similar for 200 mN stimulation: ePKC\(_\gamma\) (\( a’ \), \( p = 0.083 \)), eDOR (b’, \( p = 0.039 \)), eSST (c’, \( p = 0.011 \)), and eCR (d’, \( p < 0.001 \)). wPV was reduced to selectively increase ePKC\(_\gamma\) and eDOR firing rates to values seen after 90% IRB and thereby test the consequences of altered excitatory input to downstream neurons. D, Response of pNK1 neurons to CD plus a 60% reduction in wPV. Red and black lines are the same as in B. None of the responses deviated significantly from 90% IRB (\( p > 0.4 \); Mann–Whitney \( U \) tests). Overall, the results show that a small difference in inhibition leads to changes in excitatory input that compound at the circuit level.
To test this explanation, we reduced the weight of iPV input to ePKCy and eDOR neurons by 60% (Fig. 6C, purple) to selectively increase ePKCy and eDOR firing rates to values seen with global 90% IRB (Fig. 6C, red). As predicted, the elevated ePKCy/eDOR output increased firing in downstream eSST and eCR neurons, which in turn increased pNK1 firing (Fig. 6D). Reminiscent of the sizable difference in pNK1 firing caused by a mere 10% difference in receptor blockade (Fig. 6A), a small difference in disinhibition caused by CD and 90% IRB translated into a sizable difference in pNK1 firing via circuit-level effects. This may also help explain the greater impact of IPV-mediated inhibition compared with dYN-mediated inhibition (Fig. 4), notwithstanding the effects of different synaptic weight combinations (Fig. 5). It is, therefore, notable that most Aβ input reaches pNK1 neurons via at least two interposed neurons (Torsney and MacDermott, 2006). This compounding effect would be mitigated if inhibitory interneurons were also activated by excitatory interneurons, but they are activated exclusively by afferent input, according to available evidence; however, the absence of evidence is not evidence against, which is to say that more experiments are required to rule in/out excitatory interneuron connections to inhibitory interneurons.

Mitigation of disinhibition by multiscale mechanisms

Given the importance of excitatory interneurons for relaying Aβ input to pNK1 neurons, we explored mechanisms through which the effects of disinhibiting those polysynaptic pathways could be mitigated. Capitalizing on our multiscale representation of the SDH, we first explored targets at the synaptic level. NK1 receptor (NK1R) blockade has been shown to attenuate mechanical allodynia in rodents (Cahill and Codere, 2002). As such, we simulated NK1R blockade by setting the synaptic weights at all NK1 synapses to zero (Fig. 7). When inhibition was intact, NK1R blockade had no impact on pNK1 responses to 20 mN stimulation (Fig. 7Ab), but it did reduce responses to 200 mN stimulation (Fig. 7Ab'). As previously shown, disinhibition unmasks significant Aβ input to pNK1 neurons (Figs. 4–6). The increase in pNK1 firing caused by complete (100%) GABA_A and glycine receptor blockade (Fig. 7Ac') was dramatically attenuated by NK1R blockade for 20 mN (Fig. 7Ag) and 200 mN (Fig. 7Ag') stimulation. These findings are consistent with NK1R contributing to mechanical allodynia and hyperalgesia, respectively. The blockade of NK1 synapses between projection neurons and individual presynaptic connections revealed that NK1 synapses formed by eSST (Fig. 7Ae') and eCR (Fig. 7Af') neurons onto pNK1 neurons were more vital for the mitigation of disinhibition than those formed by C-fibers (Fig. 7Ad,d'). Complete NK1R blockade was particularly effective in mitigating the effects of disinhibition at low stimulus intensities (20 mN), returning pNK1 firing to its baseline level. These findings are summarized in Figure 7B and demonstrate the prediction of our model that NK1R blockade, a synaptic-level mechanism, can mitigate the effects of disinhibition.

Whereas NK1R receptor blockade is predicted to reduce SDH output in response to noxious stimulation, the changes underlying allodynia could in principle be more selectively counteracted by targeting deep excitatory interneurons responsible for relaying Aβ input to pNK1 neurons (Fig. 4), especially the ones furthest upstream (Fig. 6C). Therefore, we explored the effects of reducing the excitability of excitatory interneurons. In the spinal dorsal horn, K_A4.2 and K_A4.3 subunits, which form K_A channels, are selectively expressed by excitatory interneurons (Huang et al., 2005; Häring et al., 2018). K_A channels regulate neuronal excitability at subthreshold potentials and have been implicated in pain sensitivity (Chien et al., 2007; Duan et al., 2012; Zhang et al., 2018). We hypothesized that through the control of intrinsic neuronal excitability, K_A channels represent a cellular-level (rather than synaptic-level) gating mechanism that may selectively modulate the allodynia produced by disinhibition.

Theoretically, reducing K_A channel conductance (gK_A) should increase the firing rate of excitatory interneurons and thus lead to increased pNK1 firing. As predicted, reducing gK_A caused increased pNK1 firing at both 20 mN (Fig. 8A, top) and 200 mN (Fig. 8A, bottom). The median firing rate of pNK1 neurons increased from 0 to 82.2 spk/s at 20 mN and from 11.30 to 95.90 spk/s at 200 mN following complete blockade of K_A channels (0% of baseline). The firing rates of pNK1 neurons following decreases in gK_A to 20% of its baseline at 20 mN or 40% of its baseline at 200 mN were comparable to that after inhibitory receptor blockade at the same respective stimulus intensities (Fig. 6A), suggesting that the blockade of K_A channels could lead to both allodynia and hyperalgesia. Conversely, at 160% of baseline gK_A, the median pNK1 firing rate at 200 mN decreased to 0.9 spk/s where it plateaued, indicating a floor effect of K_A enhancement.

Based on our findings that increased gK_A reduces pNK1 firing, we hypothesized that enhancing gK_A may rescue the
increased firing rates of pNK1 neurons caused by disinhibition. At both 20 and 200 mN, complete (100%) blockade of GABA A and glycine receptors resulted in increased firing rates of excitatory interneurons (Fig. 8Bb, b’). While keeping inhibitory receptors blocked, we gradually increased gK A, from 100% to 180% of its baseline, which decreased excitatory interneuron firing (Fig. 8Bc–e, c’–e’, blue) and, subsequently, pNK1 firing decreased (Fig. 8Ce–e’, c’–e’). Only a 50% increase in gK A was required to return pNK1 firing rates back to baseline at 20 mN, whereas an 80% increase in gK A was required at 200 mN. These simulation results suggest that decreasing the intrinsic excitability of excitatory interneurons via KA enhancement may be especially effective at mitigating the effects of disinhibition during low-threshold stimulation, and thus our model predicts that targeting KA channels might provide a strong therapeutic option against alldynia.

Discussion

This study presents a new model of the SDH circuit. Synaptic weights were tuned to reproduce pNK1 firing evoked by mechanical stimulation. Different sets of synaptic weights produced similar circuit output under normal conditions, thus revealing solutions to be degenerate. Of the 16 original solutions, one emerged as our top candidate based on its ability to reproduce pNK1 firing rates observed experimentally after disinhibition. Further validation revealed that our top SDH model reproduced expected changes in pNK1 firing after experimental manipulations such as ablation of various neuron types. Apparent inconsistencies—like the relative contribution of iDYN and iPV neurons—were resolved by considering alternative synaptic weight combinations afforded by degeneracy. Our model confirms the role of excitatory interneurons for relaying low-threshold input to projection neurons and the importance of inhibitory interneurons for gating those circuits.

Model construction and validation

Accumulated information about spinal neuron spiking properties (Fig. 1B) and synaptic connectivity (Fig. 1D,E) provided the foundation for our model. We tuned synaptic weights so that pNK1 neuron firing quantitatively reproduced lamina I projection neuron firing rates (Allard, 2019) given primary afferent firing rates (Murthy et al., 2018; Walcher et al., 2018) to comparable mechanical stimuli (Fig. 2C). Using a genetic algorithm, we found that many different sets of synaptic weights produce the target output (Fig. 3A); in other words, the solution is degenerate (Edelman and Gally, 2001). But only a subset of weight combinations reproduced experimental observations when subsequently tested in other conditions (e.g., disinhibition). To test that our model generalizes to observations not used for tuning, we simulated experimental manipulations shown to modulate projection neuron firing or are inferred to do so given their impact on pain behavior. Our model quantitatively reproduced the elevated projection neuron firing observed by Allard (2019) after blocking GABA A and glycine receptors (Figs. 3Ci, 6A). It also reproduced the inferred increase in output caused by ablating iPV neurons and the mitigation of that effect by silencing ePKC θ neurons (Fig. 4), consistent with the findings of Petitjean et al. (2015) and Boyle et al. (2019). Ablating iDYN neurons had little effect on output (Fig. 5A), contrary to the large effect reported by Duan et al. (2014), but this can be accounted for by circuit degeneracy (see below).
Biological insights and recommendations for experiments

Ablation simulations in Figure 5 predict that inhibition mediated by iPV neurons is more critical for gating low-threshold input to pNK1 neurons than inhibition from iDYN neurons. However, despite targeting different excitatory interneurons, inhibition from iPV and iDYN neurons is seemingly redundant. Weaker iPV-mediated inhibition can be offset by stronger IDYN-mediated inhibition without disrupting SDH output; under those conditions, ablation of IDYN neurons has a larger impact on pNK1 firing (Fig. 6), consistent with the findings of Duan et al. (2014). Experiments measuring allostynia and hyperalgesia (in the same animal) after manipulating iDYN and/or iPV neurons would be useful for reverse engineering the contribution of these populations to the SDH circuit. Generally speaking, measuring multiple different properties/outputs in the same animal provides more information and stronger constraints than measuring each property/output in a different animal. Two circuits that operate equivalently under normal conditions but respond differently to a perturbation, as illustrated by IDYN ablation (Fig. 6) and disinhibition (Fig. 3), are typical of degenerate systems and can reveal differences in circuit organization (Sakurai et al., 2014; Haddad and Marder, 2018). Such occult differences may explain why two individuals respond differently to the same pathologic insult or therapeutic intervention.

In addition to ablating inhibitory interneurons, we also tested the effects of ablating excitatory interneurons (Fig. 4). Results confirm the importance of excitatory neurons in forming polysynaptic circuits that relay low-threshold (Aβ) input to pNK1 neurons when not properly gated (Torsney and MacDermott, 2006; Santos et al., 2007; Wang et al., 2013; Duan et al., 2014; Christensen et al., 2016). Our results highlight the multiplicity of subtly different routes through this interconnected circuit. Because of degeneracy, it is difficult to say whether a certain cell type is more important than others—the answer will vary depending on synaptic weights. Here we focus on punctate stimuli, but different types of stimuli (e.g., von Frey vs brush) may preferentially use different excitatory routes, making certain routes more or less important for static versus dynamic allodynia (Duan et al., 2014). Furthermore, different chronic pain states (e.g., inflammatory vs neuropathic) likely disrupt the SDH circuit differently (Peirs et al., 2021).

We also investigated the effects of disinhibition (Fig. 6) seen under chronic pain conditions. Complete (100%) or partial (90%) inhibitory receptor block and chloride dysregulation allowed pNK1 neurons to be activated by weak stimuli (10–30 mN) as much as they are normally activated by strong stimuli (200 mN), consistent with reduced inhibition causing allodynia (Prescott, 2015). During low-threshold stimulation, chloride dysregulation led to smaller pNK1 firing increases than receptor block, consistent with the findings of Keller et al. (2007). Our simulations predict that small differences in disinhibition translate into large differences in pNK1 activation because small effects compound at the circuit level. This could contribute to the differential roles of iPV and iDYN neurons in allodynia and hyperalgesia (Fig. 5) and could be explored by optogenetically activating polysynaptic circuits at different points (lamina III vs II) under different inhibitory conditions. Determining whether inhibitory interneurons are activated by excitatory interneurons is also important for deciphering spinal microcircuitry (Ratté and Prescott, 2012).

Our simulations offer testable predictions for combating the effects of disinhibition. Specifically, our model suggests that blocking NK1 receptors in projection neurons (Fig. 7) or reducing the intrinsic excitability of excitatory interneurons by modulating K_A channels (Fig. 8) may mitigate the increased activation of pNK1 neurons following disinhibition. The latter was especially effective at attenuating Aβ input to pNK1 neurons, and is consistent with the established role of spinal K_A channels in pain plasticity (Hu et al., 2006, 2007; Zhang et al., 2018) and its potential as a drug target (Wulf et al., 2009; Noh et al., 2019; Yoo et al., 2021). In general, our multiscale model can help predict how a molecular change will manifest at the cellular or circuit level. That said, degenerate cells and circuits can adapt, and might do so in ways that subvert therapeutic effects (Ratté et al., 2014; Ratté and Prescott, 2016). Studying such matters requires the computational tools and insights developed in this study.

Model limitations and outlook for future simulations

Our SDH model remains underconstrained because quantitative information about many SDH properties is lacking or indirect. That, together with the high number of free parameters (e.g., synaptic weights), allows for many different parameter sets (solutions) to produce the desired model output. But, as reported in Figure 3, not all of those solutions produce viable outputs when additional constraints (e.g., disinhibition) are considered. It is important to reserve certain constraints for model validation, rather than applying them during the fitting process. In this respect, the degree of degeneracy could be overestimated and would be revised down in light of additional constraints (Yang et al., 2022). The remaining degeneracy underlies biological variability and often prevents simple conclusions whose validity hinges on a certain context; in other words, a molecule or cell type may be “necessary” in some circuits but not in others, contingent on synaptic weights. In general, experiments measuring multiple properties/outputs in the same animal/circuit provide extra information in the form of correlations, which go a long way toward uncovering such contingencies.

We have made certain simplifying assumptions in our model. For instance, intrinsic spiking patterns vary between neuron types and within neurons of a given type (Balachandar and Prescott, 2018), but we only simulated gross differences in pattern between neuron types. Receptive field organization (Hillman and Wall, 1969), descending modulation (Heinricher et al., 2009; Chen and Heinricher, 2019), and presynaptic inhibition (Boyle et al., 2019; Comitato and Bardoni, 2021) are some of the many factors not included in the current model. We focused on punctate mechanical stimulation, but the SDH also processes dynamic mechanical and thermal stimuli, which necessitate the consideration of receptive fields to explain spatial and temporal summation (Lee et al., 2019). Such factors may be crucial for resolving differences between static and dynamic allodynia. Furthermore, we have focused on firing rate, but spike timing/patterning (e.g., afferent synchronization) is important for certain types of stimuli like vibration. Such details will be incorporated into future versions of this model and will, we hope, drive new experiments.

In summary, our model reveals how sensory information flows through the SDH circuit, and how that information flow can be pathologically altered in ways that alter pain perception. The effects of pathologic disruptions depend on circuit parameters that are, evidently, degenerate. Our model serves as a useful resource that the community is encouraged to use and expand. Integrating additional experimental data into the model will serve not only to strengthen the model, but will also lead to a more cohesive and quantitative understanding of pain processing. This will, we hope, help disentangle how pathologic changes...
in the SDH disrupt pain processing so that robust therapies can be more efficiently developed.
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