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Dendritic Morphology of an Inhibitory Retinal Interneuron Enables Simultaneous Local and Global Synaptic Integration
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Amacrine cells, inhibitory interneurons of the retina, feature synaptic inputs and outputs in close proximity throughout their dendritic trees, making them notable exceptions to prototypical somato-dendritic integration with output transmitted via axonal action potentials. The extent of dendritic compartmentalization in amacrine cells with widely differing dendritic tree morphology, however, is largely unexplored. Combining compartmental modeling, dendritic Ca\(^{2+}\) imaging, targeted microiontophoresis and multi-electrode patch-clamp recording (voltage and current clamp, capacitance measurement of exocytosis), we investigated integration in the AII amacrine cell, a narrow-field electrically coupled interneuron that participates in multiple, distinct microcircuits. Physiological experiments were performed with in vitro slices prepared from retinas of both male and female rats. We found that the morphology of the AII enables simultaneous local and global integration of inputs targeted to different dendritic regions. Local integration occurs within spatially restricted dendritic subunits and narrow time windows and is largely unaffected by the strength of electrical coupling. In contrast, global integration across the dendritic tree occurs over longer time periods and is markedly influenced by the strength of electrical coupling. These integrative properties enable AII amacrine cells to combine local control of synaptic plasticity with location-independent global integration. Dynamic inhibitory control of dendritic subunits is likely to be of general importance for amacrine cells, including cells with small dendritic trees, as well as for inhibitory interneurons in other regions of the CNS.
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Significance Statement
Our understanding of synaptic integration is based on the prototypical morphology of a neuron with multiple dendrites and a single axon at opposing ends of a cell body. Many neurons, notably retinal amacrine cells, are exceptions to this arrangement, and display input and output synapses interspersed along their dendritic branches. In the large dendritic trees of some amacrine cells, such arrangements can give rise to multiple computational subunits. Other amacrine cells, with small dendritic trees, have been assumed to operate as single computational units. Here, we report the surprising result that despite a small dendritic tree, the AII amacrine cell simultaneously performs local integration of synaptic inputs (over smaller dendritic sub-regions) and global integration across the entire cell.

Introduction
Basic ideas about synaptic integration have been shaped by investigating neurons that display one or more branching dendrites and a single axon emanating from the cell body. In such neurons, integration takes place in the dendritic tree and cell body and output is mediated by action potentials generated in the axon initial segment (Spruston et al., 2016). This view remains important as a framework for understanding axon-carrying neurons, despite growing evidence for the role of dendrites as independent signaling units (Branco and Häusser, 2010). Exceptions to this morphology, however, are considerable (North and Greenspan, 2007; Urban and Margrie, 2016). Particularly notable exceptions are retinal amacrine cells, inhibitory interneurons which feature input and output synapses in close proximity to each other throughout the dendritic tree (Masland, 2012; Helmsdöder et al., 2013). These synapses establish a variety of microcircuit arrangements as substrates for neuronal computations (Fain, 1981; Diamond, 2017). Amacrine cells display extreme heterogeneity (~60 types based on molecular phenotyping; Yan et al., 2020) and each type has a characteristic morphology, dendritic branching pattern, stratification in the inner plexiform layer (IPL), and arrangement of synapses (Masland, 2012; Diamond, 2017). Like inhibitory interneurons elsewhere in the CNS, amacrine cells are thought to contribute to signal processing by transforming and shaping the...
responses of other neurons. Wide-field amacines (e.g., A17 and starburst) have large and extensive dendritic trees, with limited communication between different regions (Euler et al., 2002; Grimes et al., 2009, 2010; Koren et al., 2017; Poleg-Polsky et al., 2018). In these neurons, processing and integration of synaptic potentials is primarily local, mediated by various combinations of electronic compartmentalization and active membrane properties. In this way, signals in different subunits of the dendritic tree are processed in relative isolation. Other amacrine cells, referred to as narrow-field, typically send processes into both sublaminae a and b of the IPL, enabling them to receive excitatory input from bipolar cells with opposite response polarities (ON vs OFF). Through inputs and outputs in functionally opposing layers, narrow-field amacines could mediate vertical interactions across the IPL, including interactions between the ON and OFF pathways (Roska and Werblin, 2001), with greater separation between inputs and outputs. Alternatively, these cells may primarily participate in multiple distinct microcircuits with local integration and signal processing (e.g., the vGluT3 amacrine: Chen et al., 2017; Hsiang et al., 2017).

The bistatified AII is the best characterized of such narrow-field, multifunctional amacine cells and is connected to a large number of different neurons (Marc et al., 2014). At proximal and distal dendritic regions (in different sublaminae of the IPL), the AII receives glutamatergic excitation from different types of bipolar cells and at proximal dendrites it provides glycnergic inhibition to OFF-cone bipolar and ganglion cells. Distal dendrites are also connected via electrical synapses to other AII- and ON-cone bipolar cells (Pourcho and Goebel, 1985; Strettoi et al., 1990, 1992, 1994; Chun et al., 1993; Veruki and Hartveit, 2002a, b; Singer and Diamond, 2003; Veruki et al., 2003; Graydon et al., 2018; Hartveit et al., 2019). This morphologically segregated connectivity raises the question whether synaptic integration in AII is predominantly local (with functionally independent microcircuits) or whether there is consequential global integration encompassing the entire dendritic tree. Remarkably, there is no direct evidence for vertical signal transmission between proximal and distal dendritic regions of the AII. Like many inhibitory interneurons (Abrahamsson et al., 2012; Tran-Van-Minh et al., 2016), AIIis have very thin dendrites (Tsukamoto and Omi, 2013) that are probably too thin for patch-clamp recording (Hu et al., 2010; Verveaeke et al., 2012). Instead, we have combined morphologically realistic, conductance-based computational modeling, Ca2+ imaging, and multi-electrode whole-cell recording to investigate dendritic integration in AII amacrine cells. We provide direct evidence for vertical transmission that links inputs and outputs at opposite regions of the dendritic tree and discovered that the dendritic morphology enables simultaneous local and global integration.

**Materials and Methods**

**Retinal slice preparation**

The use of animals in this study was conducted under the approval of and in accordance with the regulations of the Animal Laboratory Facility at the Faculty of Medicine at the University of Bergen (accredited by AAALAC International). Albino rats (four to seven weeks postnatal, male and female) had ad libitum access to food and water and were kept on a 12/12 h light/dark cycle. Animals were deeply anaesthetized with isoflurane in oxygen and killed by cervical dislocation. Retinal slices were cut by hand with a curved scalpel blade at a thickness of ~100 to ~130 μm. Experiments were performed at two different setups. One setup used a custom-modified Movable Objective Microscope (MOM; Sutter Instrument; RRID:SCR_018860) with a 20× water immersion objective (XLUMPLFL, 0.95 NA; Olympus) and infrared Dodt gradient contrast videomicroscopy (IR-DGC; Luis & Neumann; Dodt et al., 1998), using an IR-sensitive analog CCD camera (VX55; TILL Photonics). The cell bodies of the recorded cells were generally located ~20–30 μm below the surface of the slice. A second setup was equipped with an upright microscope (BX51WI) with a 40× (0.8 NA) or a 60× (0.9 NA; Olympus) water immersion objective and infrared differential interference contrast (IR-DIC) videomicroscopy. Electrophysiological recording and imaging were conducted at room temperature and for each experiment the temperature was monitored continuously at the recording chamber. The average temperature was 25°C, but ranged between 21°C and 27°C (across all experiments reported here). The fluctuation within the recording period of a single cell was typically ±0.1°C.

**Solutions and drugs**

The extracellular perfusing solution was continuously bubbled with 95% O2/5% CO2 and had the following composition: 125 mM NaCl, 25 mM NaHCO3, 2.5 mM KCl, 2.5 mM CaCl2, 1 mM MgCl2, and 10 mM glucose, pH 7.4 (osmolality ~300 mosm kg−1 H2O). A series of intracellular solutions were used; in the figures, these are referred to by a capital letter (A–F) and by their main constituent (K-glucinate in A, B, D, and F; KCl in C; and CsCH3SO3 in E). For multiphoton excitation (MPE) microscopy and imaging of intracellular Ca2+ in AII amacrine cells, the recording pipettes were filled with intracellular solution A of the following composition: 125 mM K-glucinate, 5 mM KCl, 8 mM NaCl, 10 mM HEPES, 4 mM MgATP, and 0.4 mM Na3GTP (pH adjusted to 7.3 with KOH). The solution also contained 200 μM Oregon Green 488 BAPTA-1 (OGB-1; Invitrogen/Thermo Fisher Scientific) and 40 μM Alexa Fluor 594 hydrazide as sodium salt (Alexa 594; Invitrogen/Thermo Fisher Scientific). For triple recordings of an AII amacrine cell and two bipolar cells, the AII recording pipette was filled with intracellular solution B of the following composition: 125 mM K-glucinate, 8 mM NaCl, 1 mM CaCl2, 5 mM EGTA, 10 mM HEPES, 4 mM MgATP, and 2 mM N-(2, 6-dimethylphenylcarbamoylmethyl)triethyl-ammonium bromide (QX314; pH adjusted to 7.3 with KOH). The solution also contained 100 μM Alexa Fluor 488 hydrazide as sodium salt (Alexa 488; Invitrogen/Thermo Fisher Scientific). The bipolar cell pipette solution C contained the following: 130 mM KCl, 8 mM NaCl, 10 mM HEPES, 1 mM CaCl2, 5 mM EGTA, and 4 mM MgATP (pH adjusted to 7.3 with KOH). The alternative bipolar cell pipette solution D contained the following: 125 mM K-glucinate, 8 mM NaCl, 1 mM CaCl2, 5 mM EGTA, 10 mM HEPES, and 4 mM MgATP (pH adjusted to 7.3 with KOH). Both bipolar cell solutions also contained 40 or 50 μM Alexa 594. For capacitance measurements in single recordings of AII amacrine cells, we used pipette solution E which contained the following: 80 mM Cs-methanesulfonate (CsCH3SO3), 40 mM CaCl2, 10 mM tetraethylammonium chloride (TEA-Cl), 28 mM HEPES, 2 mM EGTA, 3 mM MgATP, 1 mM Na3GTP, and 0.04 mM Alexa 594 (pH adjusted to 7.3 with CsOH). For capacitance measurements in dual recordings of rod bipolar and AII amacrine cells, pipette solution F for the rod bipolar cell contained the following: 125 mM K-glucinate, 5 mM KCl, 8 mM NaCl, 10 mM HEPES, 0.2 mM EGTA, 4 mM MgATP, 0.4 mM Na3GTP, and 0.04 mM Alexa 594 (pH adjusted to 7.3 with KOH). The pipette solution for the AII amacrine cell was identical to that used for AIIIs in triple recordings (B; see above). For all intracellular solutions, the osmolality was ~290 mosm kg−1 H2O. The data acquisition software (Patchmaster; HEKA Elektronik; RRID:SCR_000034) corrected all holding potentials for liquid junction potentials on-line. Theoretical liquid junction potentials were calculated with JPCalcW (Molecular Devices). In some experiments, drugs were added to the extracellular solution used to perfuse the slices. The concentrations of drugs were as follows (supplier Tocris Bioscience, unless otherwise noted): 10 μM bicuculline methiodide (to block GABA receptors), 10 μM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX; to block non-NMDA glutamate receptors), 1 μM strychnine (to block glycine receptors; Research Biochemicals International), 20 μM 3-(RS)-2-carboxyxyperazin-4-yl-propyl-1-phosphonic acid (CPP; to block NMDA glutamate receptors), and 1 μM tetrodotoxin (TTX; to block voltage-gated Na+ channels). The solutions were prepared from concentrated aliquots stored at −20°C.

**Electrophysiological recording and data acquisition**

Patch pipettes were pulled from thick-walled borosilicate glass (outer diameter, 1.5 mm; inner diameter, 0.86 mm). The open-tip resistance of
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the pipettes ranged between −5 and −10 MΩ when filled with intracel- lular solution. Whole-cell voltage-clamp and current-clamp recordings from AII amacrine cells and rod and cone bipolar cells were performed with either an EPC10-triple, an EPC10-USB-dual or an EPC10-USB-quadro amplifier (HEKA Elektronik) controlled by Patchmaster soft- ware. When establishing a recording, leakage of dye from the recording pipette was minimized to reduce the background fluorescence around the cell body. After establishing GΩ-seals (≥2 GΩ), currents caused by the recording electrode capacitance were automatically measured and neutralized by the amplifier (C_{\text{fast}} function of Patchmaster software). After breaking into a cell, currents caused by the cell membrane capacitance were partially neutralized by the amplifier (C_{\text{slow}} function of Patchmaster software). When we sampled current responses for capacitance measurement of depolarization-evoked exocytosis, the C_{\text{slow}} capacitance neutralization circuitry was always enabled. In voltage-clamp recordings, the cells were held at a potential (V_{\text{hold}}) of −60 mV unless otherwise stated. Signals were low-pass filtered (analog three-pole and four-pole Bessel filters in series) with a corner frequency (−3 dB) set to 1/5 of the inverse of the sampling interval (50–100 μs, depending on protocol).

To stabilize the membrane potential in current-clamp recordings, we used the low-frequency voltage-clamp (LFVC) function (Peters et al., 2000) of the Patchmaster/EPC10 instrument for the AII amacrine recordings. The potential was set to −60 mV and the time constant was set to ~30 s (for details, see Zandt et al., 2018). Before switching to cur- rent clamp, pipette capacitance and series resistance were estimated (and pipette capacitance compensated) in voltage-clamp mode. After switching to current clamp, series resistance compensation (bridge balance was checked manually and adjusted when required. This was repeated regularly throughout a recording.

Capacitance measurements of exocytosis from AII amacrine cells

Capacitance measurements were obtained with the “Sine + DC” lock-in technique (Lindau and Neher, 1988; Gillis, 1995) as implemented in Patchmaster software in combination with the EPC10-triple amplifier. To reduce the effective capacitance of the recording pipettes, they were coated with Parafilm (American National Can) and the fluid levels in the recording chamber and pipette were kept low. For experiments designed to measure a potential increase of capacitance evoked by exocytosis, we used a fixed sine wave frequency of 1 or 2 kHz and peak amplitude of ±20 mV relative to V_{\text{hold}} = −90 mV (Balakrishnan et al., 2015; for a detailed theoretical and experimental analysis, see Hartvet et al., 2019).

The current signal was low-pass filtered (analog three-pole and four- pole Bessel filters in series) with a cutoff frequency of 2× the sine wave frequency and sampled at a frequency of 10× the sine wave frequency. After sampling, the current signal was processed by the lock-in extension of Patchmaster to obtain estimates of total membrane capacitance (C_{\text{m}}), total membrane conductance (g_{\text{m}}) and series conductance (G_{\text{Rs}}; inverse of series resistance R_{s}), with a temporal resolution of one data point per sine wave cycle. For subsequent analysis, we averaged the results from 10 such sine wave cycle data points and low-pass filtered the obtained waveform at 10 or 20 Hz. For measurements of depolarization-evoked exocytosis, the phase shift and attenuation of the measuring system was calibrated with the "calculated" method in Patchmaster software.

Stimulus-evoked changes in g_{\text{m}} (Δg_{\text{m}}) were calculated as the difference between the average during a 100- to 1000-ms period before and af- ter the stimulus. Two different stimulus paradigms were applied with the goal of evoking exocytosis from all AII amacrine cells. In the first paradigm, we recorded an EPSP in an AII amacrine cell evoked by depolarization of a rod bipolar cell during a dual recording of two synaptically con- nected cells. The EPSP waveform was then applied as a voltage-clamp command template to other AII amacrine cells and the capacitance was measured before and after the depolarization (as described above) without interrupting the acquisition. These recordings were performed with a Cs+–based intracellular solution (E). In the second paradigm, we per- formed simultaneous, dual recordings from sympathetically connected rod bipolar cells and AII amacrine cells. First, the baseline capacitance of the AII amacrine cell was measured in voltage clamp (V_{\text{hold}} = −90 mV).

After changing V_{\text{hold}} to −60 mV, the acquisition was briefly interrupted (for ~600 ms) and the recording configuration was switched from volt- age to current clamp, using the "gentle switch" function of the EPC10/ Patchmaster instrumentation to keep the membrane potential at approxi- mately −60 mV. Next, with the AII amacrine in current clamp, the rod bipolar cell (in voltage clamp) was depolarized from −60 to −20 mV (for 100 ms) to evoke exocytosis from this cell. At the end of the voltage command, the AII amacrine cell was switched from current clamp to voltage clamp (V_{\text{hold}} = −90 mV), using the "rapid mode switch" function of the EPC10/Patchmaster instrumentation during continued acquisi- tion. After 100 ms at V_{\text{hold}} = −90 mV, we applied a second sine wave stimulus to measure the capacitance of the AII amacrine cell (V_{\text{hold}} = −90 mV). Between each measurement cycle, the AII was held in voltage clamp at −60 mV. These recordings were performed with K+-based intracellular solutions in both the rod bipolar (F) and AII amacrine cell (B). The intracellular solution for the AII also contained QX314 to block voltage-gated Na+ channels. For both paradigms, stimuli to evoke exo- cytosis were applied at intervals of ~60 s. For capacitance measurements in single recordings of AII amacrine cells, the bath solution contained drugs to block voltage-gated Na+ channels and GABA_A, glycine, non-NMDA, and NMDA glutamate receptors.

Ultrasfast microiontophoretic application of glutamate

In some experiments we used high-resolution, ultrasfast microiontophoro- sis to activate glutamate receptors on AII amacrine cells (Castilho et al., 2015). High-resistance pipettes (90–100 MΩ) were pulled (P-97; Sutter Instrument) from filamented borosilicate glass (outer diameter, 1.5 mm; inner diameter, 0.86 mm) and filled with 150 mM glutamate (1.5 mm; inner diameter, 0.86 mm) and filled with 150 mM glutamate (pH adjusted to 7.4 with NaOH). Alexa 594 (50 μM) was added for visu- alization of the pipette tip. The pipette capacitance was compensated by the microiontophoresis amplifier (MVCS-C-02M; NPI Electronic). Brief (1 ms), negative current pulses (−25 to −500 nA) were applied to eje- ct glutamate after the pipette was positioned close (−2 μm) to a varicosity of an AII arboreal or a lobular dendrite under visual control using MPE microscopy (for additional details, see Hartvet and Veruki, 2019). When combined with Ca2+ imaging (see below), the stimulus interval was ~30 s. For microiontophoresis experiments, the bath solution con- tained TTX to block voltage-gated Na+ channels (except when such channel activity disappeared while waiting for the cell to fill with fluores- cent dyes; see below).

MPE fluorescence microscopy and Ca2+ imaging

Red (from Alexa 594) and green (from OGB-1) fluorescence for struc- tural and functional (Ca2+) imaging, respectively, were imaged with the Mom equipped with a Trisapphire laser (Maï Tai DeepSee; Spectra- Physics) tuned to 810 nm. Analog signals were digitized by an acquisi- tion board (PXLe-6356, National Instruments) and MPE microscopy and image acquisition were controlled by ScanImage software (version 2018bR1; Vidrio Technologies; RRID:SCR_014307) running under Matlab (The Mathworks; RRID:SCR_001622). For cellular morphology, image stacks were acquired as a series of optical sections (1024 × 1024 pixels) with XY pixel size ~70 to ~80 nm (depending on the magnitude of the digital zoom factor) and collected at a focal plane interval of 0.4 μm, sufficient to satisfy Nyquist rate sampling (for details, see Zandt et al., 2017, 2018).

For imaging intracellular Ca2+ dynamics in processes of AII amacr- ine cells, we sampled red and green fluorescence at constant focal planes in frame-scan mode (temporal resolution 16–50 Hz), using the multiple region of interest (MROI) imaging functionality of ScanImage to selectively image at multiple, discrete locations within a single frame- scan acquisition cycle. Each individual ROI was typically between 24 × 24 and 70 × 70 pixels (0.2–0.5 μm/pixel) and within each frame we typically acquired three to eight individual ROIs. Ca2+ imaging started at least 10–15 min after establishing the whole-cell configuration to allow for maximal indicator loading at the distal AII arboreal dendrites in stra- tum 5 (S5) of the IPL.

Frame-scan imaging data were analyzed in IGOR Pro. Background fluorescence (F0) was measured as the average signal from a rectangular area close to the ROI (but without contamination from dye spilted
extracellularly when the whole-cell recording was established). Baseline fluorescence ($F_0$) was measured by averaging the signal during an interval (typically 0.5–1 s) before stimulus onset. For a given signal ($F$), the relative change in fluorescence related to a change in $Ca^{2+}$ was calculated as follows (Yasuda et al., 2004):

$$\Delta F = \frac{F - F_0}{F_0 - F_b},$$

and for simplicity referred to as $\Delta F/F$. In addition, we also calculated the ratio of green fluorescence ($G$) over red fluorescence ($R$), and measured changes in $Ca^{2+}$ as the difference between $G/R$ for a given point in time and $G/R$ averaged for the baseline period. For simplicity, this measure is referred to as $\Delta G/R$. For the relatively brief periods employed for each frame-scan period (~6 s), $\Delta G/R$ was essentially identical to $\Delta F/F$. In the only the latter analysis will be reported here. The $\Delta F/F$ data were digitally filtered with a boxcar (sliding average) smoothing function (IGOR Pro, WaveMetrics; RRID:SCR_000325). Filtered $\Delta F/F$ responses were analyzed by curve fitting with a triple-exponential function with two decay components (Fernández-Alfonso et al., 2014):

$$F(t) = (1 - \exp(-(t - t_0)/\tau_1))^{\alpha} \times (A_1\exp(-(t - t_0)/\tau_1) + A_2\exp(-(t - t_0)/\tau_2)), \tag{2}$$

where $F(t)$ is the fluorescence ($\Delta F/F$) as a function of time, $t_0$ is the time of onset, $\tau_1$ is the time constant of the rising phase, $A_1$ and $A_2$ are the amplitudes, $\tau_1$ and $\tau_2$ are the corresponding time constants of decay, and the exponent $\alpha$ smooths the transition from the baseline to the onset of the response.

### 3D morphologic reconstruction
Quantitative morphologic reconstruction of fluorescently labeled AII amacrine cells imaged by MPE microscopy was done manually using computer-guided neuronal tracing software (Neurolucida 360, v2019, 64-bit; MBF Bioscience; RRID:SCR_016788). Before reconstruction, image stacks were deconvolved (Huygens Essential, v19 64-bit; Scientific Volume Imaging; RRID:SCR_014237) to remove noise and reassign out-of-focus light with a theoretically calculated point spread function (for details, see Zandt et al., 2017). Reconstruction of the soma was performed by tracing it with a single contour corresponding to the focal plane with the largest soma profile. As reconstructions were based on live cell imaging, no correction for errors related to shrinkage was necessary.

### Wide-field fluorescence microscopy
In the recordings for capacitance measurements and tests of synaptic connectivity, wide-field fluorescence microscopy was used to acquire image stacks of neurons filled with fluorescent dye, using a TILLvisION system (TILL Photonics). An image stack was acquired as a series of optical sections collected at temporal intervals of ~500 ms and focal plane intervals of 0.5 μm, using a cooled, interline transfer CCD camera (Imago QE). The excitation light source (Polychrome V) was coupled to the epifluorescence port of the microscope with a custom-made condenser via a quartz fiber-optic light guide. The wavelength of the excitation light was 570 nm, and the exposure time was 50–100 ms. At the total magnification used, the pixel size (X, Y) was ~107 and ~163 nm for the 60× and 40× objectives, respectively. For imaging Alexa 594 fluorescence, the mirror unit consisted of an excitation filter (ET560/40×), a dichroic mirror (T590LPXR), and an emission filter (ET590LP). For imaging Alexa 488 fluorescence, the mirror unit consisted of an excitation filter (ET480/40×), a dichroic mirror (T540LPXRXT), and an emission filter (ET510LP). All filters were purchased from Chroma. After acquisition, Huygens Essential was used for deconvolution. Maximum intensity projections were generated with Huygens Essential. Final adjustments of contrast, brightness, levels, and gamma were applied homogeneously across the entire image.

### Computer modeling and simulation
Computer simulations of compartmental models were performed with NEURON (versions 7.3 and 7.4; RRID:SCR_005393) running under Mac OS X (10.9.5). All models used for simulations in the current study were developed in a previous study from our laboratory (Zandt et al., 2018). These models were developed from correlated morphologic reconstructions and physiological measurements, with the best-fitting passive membrane properties (cytoplasmic resistivity, $R_c$; specific membrane capacitance, $C_m$; and specific membrane resistance, $R_m$) determined for each cell (cf. Major, 2001; Holmes, 2010). For additional details, including the best-fit passive membrane parameters of the cells, see Zandt et al. (2018). Simulations of single neurons were run with a fixed time step of 10 or 25 μs or, alternatively, with a variable time step and the absolute tolerance set to 0.001. For control, some simulations were repeated after reducing the time step to 1 μs or the absolute tolerance to 0.0001 or 0.00001, but the results did not change appreciably (~<1%). For simulations of networks of neurons with electrical coupling (simulating the effect of gap junction coupling), we mostly used a fixed time step of 5 μs. In all simulations, spatial discretization (compartmentalization) was implemented by applying the $\lambda$ rule (Carnevale and Hines, 2006). Briefly, the alternating current (AC) length constant at 100 Hz ($\lambda_{100}$) was calculated for each section (branch segment, i.e., a continuous length of unbranched cable) and the number of segments (nsseg) in each section was adjusted such that the length of each segment was smaller than a fraction $d_{\lambda}$ of $\lambda_{100}$ with $d_{\lambda}$ set to 0.1. In a few simulations, $d_{\lambda}$ was reduced to 0.01, but this did not appreciably change the results. The segment lengths were calculated using NEURON’s standard values for $C_m$, $R_m$, and $R$ (1.0 μF cm$^{-2}$, 1000 Ω cm$^2$, and 35.4 Ω cm, respectively). This resulted in almost all sections being modeled with a single compartment. Corresponding to this, the average number of sections was 390 ± 120 (SD; range = 210–624) and the average number of segments was 400 ± 110 (SD; range = 213–635; $n = 13$ cells with morphologic reconstruction and compartmental models). In the simulations, an idealized single-electrode current clamp (IClamp; from the standard repertoire of NEURON point processes) was connected to the soma compartment. A synapse was implemented as a point process in NEURON, locally generating a current $g_{syn}(t) = g_{syn}(t) \times V_{m}(t) - E_{syn}$, where $g_{syn}(t)$ is the predefined synaptic conductance waveform (see below), $V_{m}(t)$ is the postsynaptic membrane potential (as a function of time), and $E_{syn}$ is the synaptic reversal potential. Before each simulation run, the model was initialized to steady-state (Carnevale and Hines, 2006). For quantitative analysis of signal transmission between different cellular compartments, all 13 cells were used. The reversal potential ($E_{syn}$) of the leak current ($g_{pas}$) was set to −60 mV (the holding potential used during acquisition of experimental traces), except for some simulations where it was set to −50 mV (as indicated in the text).

Synaptic conductance waveforms injected into the theoretical computer models were modeled as an error function multiplied with an exponential decay (Zandt et al., 2018):

$$g_{syn}(t) = g_0 \times \left[ (1 + erf((t - \tau_{rise})/\tau_{decay} - 2)) \times exp(-(t - \tau_{rise})/\tau_{s}) \right] \text{for } t \geq 0$$

$$g_{syn}(t) = 0 \text{for } t < \tau_{rise}$$

\(3\)

where $g_0$ is the peak conductance, $\delta$ is the delay to onset, $\tau_{rise}$ is the rise time constant, $\tau_{decay}$ is the decay time constant, and $\alpha$ is a scaling factor to scale the peak of the expression within the square parenthesis to 1. We found that this waveform closely reproduced the shape of experimentally recorded spontaneous EPSCs (sEPSCs) in all amacrine cells (Veruki et al., 2003). At room temperature, sEPSCs in these cells have an average 10–90% rise time of ~340 μs, decay time constant of ~760 μs (when fitted with a single exponential), and peak amplitude of ~29 pA (at $V_{hold} = -60$ mV; Veruki et al., 2003). An average sEPSC obtained from a single cell with properties close to the population average was selected and the parameters of Equation 3 were fitted to closely reproduce this sEPSC. In this way, we obtained $g_0 = 480 \text{ pS}$ (corresponding to a 29-pA current for a 60-mV driving force), $\tau_{rise} = 340 \text{ μs, and } \tau_{decay} = 760 \text{ μs.}$
224 µs (corresponding to a 10–90% rise time of 340 µs), and $T_{\text{decay}} = 760$ µs. The reversal potential of $g_{\text{syn}}$ was set to 0 mV ($E_{\text{syn}} = 0$ mV). Because there is no experimental evidence for any systematic regional nonuniformity of kinetics and/or amplitude of EPSCs, the same parameters were used for simulating synaptic inputs across the dendritic tree, corresponding to putative input from rod bipolar cells and OFF-cone bipolar cells at the arboreal and lobular dendrites, respectively. To implement electrical coupling of the All compartmental models, we placed identical copies of the same cell in a hexagonal network and linked each cell to all of its nearest (directly connected) neighbors, as described in Hartveit et al. (2019).

**Experimental design, statistical analysis, and data presentation**

Data were analyzed with NEURON and IGOR Pro. Data are presented as means ± SD ($n$ = number of cells). Statistical analysis was performed using Student’s two-tailed $t$ test (paired). Differences were considered statistically significant at the $p < 0.05$ level. The number of individual traces included in the figures are stated for each case. For illustration purposes, most raw records (current or voltage) were low-pass filtered (digital Gaussian filter, $3 \text{dB}$ at 500 Hz to 1 kHz) or smoothed by a binomial smoothing function (IGOR Pro) to emphasize the kinetics of the response.

**Results**

**Compartmental modeling reveals location-dependent synaptic signaling in All amacrine cells**

To investigate dendritic signaling in Alls, we explored the magnitude and spatial extent of the responses evoked by excitatory synaptic inputs at different locations (Fig. 1). We used experimentally constrained compartmental models of All amacrines, developed from combined electrophysiological recording and quantitative morphologic reconstruction (Zandt et al., 2018). Synaptic input was implemented by injecting a conductance waveform ($g_{\text{syn}}$, Fig. 1A), modeled after spEPSCs in All amacrine (Veruki et al., 2003).

The synaptic location strongly influenced the local EPSPs. With a single $g_{\text{syn}}$ event injected at the tip of an arboreal dendrite (Fig. 1B), the local EPSP (7–8 mV) was much larger than the soma EPSP (1.5 mV). In contrast, with $g_{\text{syn}}$ applied close to the apical dendrite (Fig. 1C), the local EPSP (1.9 mV) was much smaller and very similar to the soma EPSP (1.6 mV). For both stimulus locations, the most pronounced difference between the local and soma EPSPs was observed during the period of increased conductance, when the local membrane potential rapidly equilibrated with that at the soma. The local and soma EPSPs equalized within ~5 ms after stimulus onset, following which the membrane potential decayed exponentially, according to the value of the membrane time constant (37 ms; cf. Zandt et al., 2018; Fig. 1B,C). The larger amplitude and fast kinetics of the local EPSP at the arboreal dendrite can be attributed to the high local input resistance and fast intracellular charge redistribution. With higher-frequency synaptic input (15 $g_{\text{syn}}$ events at 100 Hz) at the same location, the local summation followed a time course identical to the summation at the soma, with brief, local depolarizations riding on top of the slow, common depolarization (Fig. 1B,C). At dendritic locations far from the synaptic input, the...
Equilibrated over the cell and the local and global EPSPs were decaying at the same rate. Decreasing $R_m$ by a factor of 10 increased the rate of decay already from the time of the peak of the local EPSP and reduced the peak amplitude of the soma EPSP.

Increasing or decreasing cytoplasmic resistivity ($R_i$) by a factor of two ($R_i \times 2$, $R_i/2$) strongly increased and decreased the peak amplitude of the local EPSP, respectively, but had almost no influence on the kinetics of the local EPSP or on the amplitude of the soma EPSP (Fig. 1G). Increasing or decreasing $R_i$ slightly decreased and increased, respectively, the rate of rise of the soma EPSP. The effect of changing the process diameters ($d$) on the local and soma EPSP was qualitatively very similar to the effect of changing $R_i$, because of the fact that both properties determine the intracellular resistance between the synaptic location and the rest of the cell. Reduced resistance speeds up the redistribution of charge over the cell membrane. Increasing and decreasing all diameters by 0.1 μm (with no diameter reduced below 0.1 μm) decreased and increased the peak amplitude of the local EPSP by ~30%, respectively (Fig. 1H). Changing $d$ in this way also moderately (~10%) changed the peak amplitude of the soma EPSP, commensurate with the change in the cell’s membrane capacitance when changing $d$. Changing $d$ only minimally affected the decay time of the soma EPSP. Taken together, these results suggest that, within realistic limits, the synaptic responses were not influenced by potential errors in the morphologic reconstructions and estimated passive membrane properties (Fig. 1E–H).

**Distinct temporal and spatial properties of local versus global EPSP summation**

To further characterize the temporal summation properties, we estimated time windows for local and global synaptic integration by applying $g_{syn}$ twice, separated by an interval $\Delta t_{syn}$ at the tip of an arboreal dendrite (Fig. 2A,B). The first stimulus evoked a local EPSP of ~6 mV and a soma EPSP of ~1.4 mV (Fig. 2B). When the second stimulus was applied ($\Delta t_{syn} = 5$ ms), most of the charge from the first stimulus had redistributed over the cell and the second EPSPs were both ~1.3 mV larger than the first EPSPs (Fig. 2B). This suggested that for temporal intervals $\geq$5 ms, the summation of local EPSPs will equal the summation of global EPSPs. In contrast, for $\Delta t_{syn} = 1$ ms the local membrane potential had not equalized with the rest of the cell when the second stimulus arrived and the local depolarization reached a markedly higher peak amplitude of ~9.2 mV, moderately reduced relative to linear summation (Fig. 2C, broken line). This sublinear integration, because of reduced synaptic driving force (cf. Abrahamsson et al., 2012; Vervaeke et al., 2012), reflects that local summation is essentially a nonlinear process (Rall, 1964). In contrast to the markedly larger local EPSP for $\Delta t_{syn} = 1$ ms, the global EPSP was practically identical to that observed for $\Delta t_{syn} = 5$ ms (~2.7 mV; Fig. 2B,C).

To systematically investigate the influence of $\Delta t_{syn}$ on summation, we measured the relative increase ($\Delta V_{peak}$) of local and global EPSPs for $\Delta t_{syn} = \pm 100$ ms (Fig. 2D,E). For global integration, the time window for summation [full width at half maximum

---

Figure 2. Distinct temporal properties for local versus global EPSP summation in all amacrine neurons. A, Shape plot of all $g_{syn}$ (Fig. 1A) injected at distal tip of arboreal dendrite triangle. Local EPSP recorded at same location (red circle). Scale bar: 10 μm. B, Temporal summation of two EPSPs ($\Delta t_{syn} = 5$ ms) evoked by injecting $g_{syn}$ relative to resting membrane potential ($\Delta V_m$). C, As B, for $\Delta t_{syn} = 1$ ms; note increased temporal and sublinear summation. D, Peak amplitude (relative to single response; $\Delta V_{peak}$) as function of $\Delta t_{syn}$ for local and soma EPSPs. E, As D, expanded for $\Delta t_{syn} = \pm 10$ ms.

---

local potential closely followed the potential at the soma, both for the single input and during temporal summation in response to higher-frequency input (Fig. 1B,C). Thus, despite considerable variability of the local EPSP waveforms, synaptic input anywhere in the dendritic tree seems to rapidly (~5 ms) equilibrate with the rest of the cell and generate a global EPSP, essentially identical to the soma EPSP.

To study the integration of multiple inputs arriving at different dendritic sites, we injected $g_{syn}$ at 15 randomly selected locations and in random order (100 Hz, each synapse activated once per trial; Fig. 1D). The EPSP at site 1 was distinctly larger than the soma EPSP when $g_{syn}$ was injected at any of four sites (1–4) in the same arboreal branch (Fig. 1D). In contrast, the response at the soma (Fig. 1D) was virtually identical that observed after a 100-Hz stimulus applied at any single location (Fig. 1B,C). Thus, the enhanced amplitude of a local EPSP spreads over a certain, limited subregion.

Because the morphologic reconstructions and passive membrane parameters are estimated with some uncertainty (Zandt et al., 2018), we examined how local EPSPs are influenced by the passive electrotic properties $R_m$ (specific membrane resistance) and $R_i$ (cytoplasmic resistivity) and by the dendritic branch diameters. $C_m$ (specific membrane capacitance) was not investigated, as it is not considered to genuinely vary between cells (Hille, 2001). By changing each parameter value and measuring local and some EPSPs, we investigated the influence on EPSP amplitude and decay kinetics in all AMI (Fig. 1E).

The modified values of $R_m$ had almost no effect on the peak amplitude of the local EPSP, but had a strong influence on the kinetics of decay, corresponding to altering the membrane time constant of the cell ($\tau = R_m \times C_m$; Fig. 1F). Increasing or decreasing $R_m$ by a factor of two changed the rate of decay from the point in time at which the locally injected charge had
Figure 3. Spatial and temporal characteristics of local EPSPs in AII amacrine neurons. 

A. Color-coded shape plots of $\Delta V_m$ as a function of time after injecting $g_{syn}$ at distal arboreal dendrite (orange in leftmost shape plot). Color scale and scaling of shape plots as in C, left. Leak current $E_{rev} = -60$ mV ($A$–$E$) or $E_{rev} = -50$ mV (F–J). B. Space plots of $\Delta V_m$ across dendritic tree as function of anatomic distance from soma (neighboring points on dendrites connected by lines) for the same time points as used for shape plots in A. C. Maximum $\Delta V_m$ in each compartment during EPSP. Inset, $\Delta V_m$ in subtree around synaptic location. Scale bars: 10 $\mu$m. D. Maximum $\Delta V_m$ in each compartment during EPSP, note that lines for most cell branches overlap. Red lines (D, E) mark regions with $\Delta V_m \geq 4$ mV (continuous line) and $\geq 2$ mV (dashed line). E. Total dendritic length where $\Delta V_m$ reached a minimal EPSP peak amplitude. F–I. Color-coded shape plots (top) for same All as in A–E and corresponding population data (bottom; $n = 13$ AIs), with $g_{syn}$ injected sequentially at every branch section. Sholl-like histograms (based on Euclidean distance from soma) display median (Q2), 25% (Q1), and 75% (Q3) percentiles (continuous lines), as well as minimum and maximum (dashed lines), for each bin. F. Peak amplitude of local EPSPs over dendritic tree. G. Width of local EPSPs over dendritic tree; estimated as FWHM of difference between local EPSP and soma EPSP. H. Width of local EPSPs over dendritic tree; estimated as period during which amplitude of local EPSP was $\geq 2\times$ larger than soma EPSP. I. Size of spatial extent of local EPSPs; estimated as total branch length over which depolarization was similar to local EPSP. J. Size of spatial extent of local EPSPs; estimated as total branch length over which depolarization ($\Delta V_{section}$) was $\geq 2\times$ larger than soma EPSP ($\Delta V_{soma}$). See Extended Data Figure 3-14–E for Extended Data.
Properties of local EPSPs obtained for complete sampling over the dendritic tree

The above simulations were limited by the relatively few stimulus locations examined. To investigate the properties of local EPSPs over the entire dendritic tree, we injected $g_{syn}$ sequentially at every branch section (as defined in NEURON) and recorded the membrane potential at all sections. For each of the 13 models (Zandt et al., 2018), we analyzed peak amplitude, duration, and the spatial domain over which the local EPSP spread. As no systematic differences between cells were observed, we summarized the results in Sholl-like histograms based on the Euclidean distance from the soma (Fig. 3F–J), with color-coded shape plots for one of the cells in Figure 3F–J and for the other cells in Extended Data Figure 3-1A–E.

The largest local EPSPs were observed in arboreal dendrites, where the majority of EPSPs reached a peak amplitude $\geq 5$ mV (Fig. 3F; Extended Data Fig. 3-1A). In lobular dendrites and appendages, the peak amplitudes were considerably lower ($1–3$ mV), with the largest amplitudes observed in distal dendrites connected via very thin branches. For the population as a whole, the median peak EPSP increased from the soma to the distal arboreal dendrites, with considerable variability as indicated by the maximum amplitudes at the different distances (Fig. 3F).

The peak amplitude of local EPSPs in arboreal dendrites (>25 μm from the soma) was ~3–8 mV and the peak amplitude in lobular dendrites (<25 μm from the soma) was ~1.5–5 mV.

The duration of the local EPSPs was first calculated from the difference between each local EPSP and the soma EPSP (Fig. 3G; Extended Data Fig. 3-1B). The FWHM of the local EPSP typically ranged between 0.8 and 1.7 ms and increased with increasing distance from the soma (Fig. 3G). When the duration of the local EPSP was instead measured as the period when it was $\geq 2\times$ larger than the soma EPSP, it varied from 0 to ~3 ms depending on the distance from the soma (Fig. 3H; Extended Data Fig. 3-1C). In most lobular dendrites, a local EPSP with peak amplitude $\geq 2\times$ the soma EPSP was not achieved (Fig. 3H). In most arboreal dendrites, the amplitude of local EPSPs was $\geq 2\times$ the soma EPSPs for 1–3 ms (Fig. 3H).

The spatial domain of local EPSPs was quantified as the branch length where the peak depolarization (ΔVsection relative to baseline) was similar to the local EPSP (ΔVsection – ΔV soma) > 0.5 × (ΔV local – ΔV soma); Fig. 3I; Extended Data Fig. 3-1D). In lobular dendrites (<30 μm from the soma), the spatial domain was relatively small (Fig. 3I). The largest spatial domain was typically 50–200 μm (<30 μm from the soma) and dropped to ~50–75 μm at the tips of the arboreal dendrites (Fig. 3I). This measure shows the branch length where the response amplitude is similar to that at the stimulus site, and hence displays a similar nonlinearity, but does not provide information about the magnitude of the local response or nonlinearity. For comparison, the spatial domain of the local EPSP was also quantified as the total branch length where ΔVsection was $\geq 2\times$ larger than the soma EPSP (Fig. 3J; Extended Data Fig. 3-1E). The magnitude of these domains was relatively small in the lobular dendrites (typically 0–10 μm), but in the arboreal dendrites the domains consisted of larger subtrees 50–200 μm in length (Fig. 3J). Importantly, this measure shows the dendritic area where a significant local response occurs, and thus where significant nonlinearity of integration will occur.

The shape plots for individual cells clearly indicated that local EPSPs were confined to domains corresponding to specific dendritic subtrees (Fig. 3J; Extended Data Fig. 3-1E). Within a domain, input at any location evoked a significant depolarization in the entire

(FWHM) was ~55 ms (Fig. 2D), similar to the cell’s membrane time constant (37 ms). A small reduction relative to linear summation could be observed for Δt exp = 2 ms (Fig. 2F). The time window for local summation was considerably narrower (FWHM = 3 ms; Fig. 2E) and related to the width of the local EPSP (FWHM = 1.8 ms), which in turn is determined by the synaptic conductance waveform and the time for charge redistribution over the membrane. When displayed at higher temporal resolution, sublinear summation could be observed for very short intervals (Fig. 2E).

The short time window for local EPSP integration raised the question of the spatial extent over which a local EPSP is larger than the global EPSP. To investigate this, we applied $g_{syn}$ at the distal tip of an arboreal dendrite, recorded the membrane potential at every branch segment as a function of time, and displayed ΔV in as a function of the cell’s morphology (shape plots; Fig. 3A) and the anatomic distance from the soma (space plots; Fig. 3B) for discrete points in time. During the first ~1 ms, $g_{syn}$ evoked a local depolarization, followed by rapid equilibration and redistribution of charge over the cell during the next 2–3 ms. The maximum depolarization dropped steadily from the synaptic input location (~6 mV) toward the soma, but most regions of the cell reached a maximum of ~1.4 mV, corresponding to the global EPSP, that was nearly constant from the soma to the tips of the unstimulated dendritic processes (Fig. 3C,D). To measure the spatial extent of depolarization, we calculated the total dendritic length that reached a criterion level of depolarization relative to rest (Fig. 3E). Compared with the global depolarization (~1.4 mV), smaller dendritic regions reached increasingly larger depolarizations. Values of ≥4 and ≥2 mV were reached in regions corresponding to ~3% and ~7%, respectively, of the total dendritic length (Fig. 3D,E).

Properties of local EPSPs obtained for complete sampling over the dendritic tree

The above simulations were limited by the relatively few stimulus locations examined. To investigate the properties of local EPSPs over the entire dendritic tree, we injected $g_{syn}$ sequentially at
subtree. Almost without exception, a local EPSP spread over an entire subtree (observed as differently colored subtrees) for all input locations of that subtree. These domains are likely to correspond to distinct subtrees because the attenuation of signals is relatively small in the centrifugal direction (Zandt et al., 2018). Supporting this interpretation, when attenuation was enhanced by increasing $R_\text{m}$ 25-fold, the different regions within previously identifiable subtree domains no longer displayed equal EPSP magnitudes (Fig. 4).

**Electrical coupling decreases the time window for global but not local integration**

As AII amacrines are electrically coupled by gap junctions, we explored the dynamic impact of increasing junctional conductance ($G_j$) on local and global EPSPs. We simulated an electrically coupled network of AII s and injected $g_{\text{syn}}$ in the center cell at a lobular (L) or arboreal (A) dendrite (Fig. 5A,B). For both input locations, increasing $G_i$ (0–2 nS) reduced the amplitude and hastened the decay kinetics of the soma (global) EPSP (Fig. 5C,D). To verify that this resulted from reduced input resistance and effective membrane time constant (cf. Alcamí and Pereda, 2019), we repeated the simulations after reducing $R_\text{m}$ (for an uncoupled cell) and observed that for a 4-fold reduction, the local and global EPSPs were virtually indistinguishable from those obtained for electrical coupling with $G_i = 300$ pS (Fig. 5E). Note that the similarity between the effects of increasing $G_i$ and reducing $R_\text{m}$ only pertains to the behavior of the local and global integration in the stimulated cell, not to the behavior of the network ($G_i$ will cause depolarization of a given cell to depolarize neighboring cells in the network, while a reduction of $R_\text{m}$ will not). The strongest reduction of the global EPSP (peak amplitude and width) was seen when the conductance increased from 0 to 500 pS (Fig. 5F,G). In contrast, increasing $G_i$ had minimal effect on the local EPSP (Fig. 5C,D), with only minor reduction of peak amplitude and width (Fig. 5F,G). Similar results were seen for $g_{\text{syn}}$ injected at other locations in the dendritic tree. Thus, electrical coupling substantially decreases the time window for global EPSP summation, but remarkably has almost no impact on local EPSP summation.

**Activation of glutamate receptors at arboreal dendrites increases intracellular Ca$^{2+}$ in lobular dendrites**

Our simulations predicted that excitatory synaptic input at an arboreal dendrite of an AII amacrine will evoke a large local depolarization and a smaller global depolarization across the entire cell. To measure the local dendritic depolarization experimentally is a considerable challenge because it is difficult to achieve repeated activation of a single, specific rod bipolar synapse required for correlated measurements of the local postsynaptic response, regardless of whether one attempts to measure voltage directly by electrophysiology (Hu et al., 2010; Vervaeke et al., 2012) or imaging (Tran-Van-Minh et al., 2016), or indirectly by Ca$^{2+}$ imaging. Thus, we first examined global integration, specifically asking whether depolarization evoked at an arboreal dendrite can evoke release of glycine at lobular appendages, with concomitant inhibition of OFF-cone bipolar cells (and OFF-ganglion cells). In the first set of experiments, we applied glutamate to distal arboreal dendrites of dye-filled AII s by ultrafast microiontophoresis and imaged Ca$^{2+}$ in lobular and arboreal dendrites (Fig. 6A,B). We positioned the tip of the iontophoresis pipette close to a distal arboreal dendrite (Fig. 6B,C). With the cell in voltage clamp, a brief pulse (1 ms) of glutamate evoked an iontophoretic EPSC (iEPSC) with a fast rise time and slower decay (Fig. 6D, top). As a control, we verified that reversing the polarity of the iontophoretic current did not evoke a response (data not shown). In current clamp, the glutamate stimulus evoked an iontophoretic EPSP (iEPSP; peak amplitude $\sim$17 mV; Fig. 6D, bottom). With the AII in current clamp, we examined whether
application of glutamate evoked an increase of Ca^{2+} in lobular dendrites and appendages (Fig. 6E). With a low current amplitude (−100 nA), Ca^{2+} transients were evoked in several lobular dendrites, but with relatively small amplitudes and slow rise times (Fig. 6F). With a higher current amplitude (−500 nA), Ca^{2+} responses were larger and displayed faster rise times (Fig. 6G). For both iEPSPs and Ca^{2+} transients, the amplitude increased in a stimulus-dependent manner (Fig. 6H,I). For the weakest stimulus tested (−50 nA), some of the lobular dendrites did not display a clear Ca^{2+} increase (Fig. 6I). We observed similar stimulus-response relationships when Ca^{2+} responses were measured in arboreal dendrites (Fig. 6J–N).
Clear increases of Ca\(^{2+}\) in lobular dendrites were seen for every AII tested (average ΔF/F = 19, 44, and 47%; 6–9 regions/cell; n = 3 cells) with glutamate iontophoresis (~500 nA, 1 ms) to a distal arboreal dendrite (two to four repetitions per cell). These results suggested that when excitatory glutamatergic input to (distal) arboreal dendrites of AIs generates a sufficiently strong global depolarization, it will evoke a concomitant and proportional increase of Ca\(^{2+}\) in lobular dendrites, likely involving activation of voltage-gated Ca\(^{2+}\) (Cav) channels (Habermann et al., 2003; Balakrishnan et al., 2015; Hartveit et al., 2019).

**Global EPSPs mediated by rod bipolar cell input evokes exocytosis in AIs**

We next investigated whether this increase of Ca\(^{2+}\) could evoke exocytosis, which can be detected by capacitance measurements (Balakrishnan et al., 2015). Using compartmental modeling, we have demonstrated that a measured capacitance increase must originate in the proximal parts of the dendritic tree, with many, but not all, lobular appendages contributing (Hartveit et al., 2019). To test whether excitatory input at arboreal dendrites can evoke inhibitory output at lobular dendrites, via depolarization-evoked increase of Ca\(^{2+}\) and exocytosis of glycine, we performed dual recordings from synaptically connected rod bipolar and AII cells (Fig. 7A). After verifying connectivity by the EPSC (~170 pA) evoked in the AII when depolarizing the rod bipolar (Fig. 7B), we measured the capacitance of the AII before and after synaptic stimulation, with the AII transiently in current clamp when depolarizing the rod bipolar. The EPSP evoked in the AII (~15 mV) was accompanied by a capacitance increase of ~35 fF (Fig. 7C). For a total of five synaptically coupled cell pairs tested in this way, four displayed a capacitance increase (27.2 ± 8.9 fF, range 19–39 fF). We also employed a simpler experiment by first recording an EPSP in a rod bipolar-AII pair and then used the EPSP as a voltage-clamp command to evoke exocytosis in other AIs (cf. Balakrishnan et al., 2015; Fig. 7D–H). For a total of five AIs, the EPSP command evoked a capacitance increase of 46 ± 25 fF (range...
Rod bipolar input to an AII evokes synaptic responses in OFF-cone and ON-cone bipolar cells

The increased capacitance of the AII amacrines following excitatory input from the rod bipolar cell, suggested that rod bipolar input to an arboreal dendrite can be transmitted vertically through the AII and evoke glycinic release at lobular dendrites, with a response in OFF-cone bipolar and OFF-ganglion cells. To test this directly, we targeted three circuit elements in simultaneous recordings. With an OFF-cone bipolar (type 4), an AII, and a rod bipolar (Fig. 8A–C) in voltage clamp, we verified the pair-wise synaptic connections. First, depolarizing the rod bipolar evoked an inward current in the AII, but no response in the OFF-cone bipolar (Fig. 8D). Second, depolarizing the AII evoked an inward current in the OFF-cone bipolar (which was recorded with high intracellular chloride concentration), but (as expected) no response in the rod bipolar (Fig. 8D). Finally, depolarizing the OFF-cone bipolar did not evoke a response in either the AII or the rod bipolar (Fig. 8D). We then changed the recording configuration of the AII to current clamp, to examine whether synaptic input from the rod bipolar could be efficiently transmitted through the AII and evoke transmitter release at the lobular appendages (Fig. 8E). Depolarizing the rod bipolar evoked an EPSP in the AII and a synchronous inward current in the OFF-cone bipolar (Fig. 8E). This verified the presence of vertical transmission through the AII and also suggested that with the AII in voltage clamp (Fig. 8D), input from the rod bipolar was unable to depolarize the lobular dendrites and evoke a response in the OFF-cone bipolar. The lack of response in the OFF-cone bipolar with the AII in voltage clamp also suggested that there was no direct synaptic connection between the rod bipolar and OFF-cone bipolar, and no pathways that bypassed the AII. To support this interpretation, we repeated the experiment with the AII in current clamp, but with the cell hyperpolarized by negative current injection. In this condition, the EPSP evoked in the AII (by the depolarization of the rod bipolar) was insufficient to evoke a response in the OFF-cone bipolar (Fig. 8F,G). These results provide direct evidence that rod bipolar input can be transmitted "vertically" through an AII and evoke exocytosis at the lobular dendrites.

Figure 8. Global integration and input-output coupling via chemical synaptic transmission in AII amacrines. A, Experimental configuration with simultaneous triple whole-cell voltage-clamp and current-clamp recording (same cells in A–G): rod bipolar (RB; blue), AII (green), and type 4 OFF-cone bipolar (OFF-CB; magenta). B, IR-DIC videomicrograph of retinal slice with recording pipettes on RB (top), OFF-CB (middle), and AII (bottom). Scale bar: 10 μm. C, Wide-field fluorescence image (MIP) with RB (magenta); AII (green); and OFF-CB (magenta; Alexa 594). Arrowheads indicate axon and axon terminal of RB. Arrows indicate axon and axon terminal of OFF-CB. Scale bar: 10 μm. D, Triple recording of RB, AII, and OFF-CB with all cells in voltage clamp (VC - VC - VC). Depolarization (from −60 to −30 mV, 100 ms) of RB (top blue) evoked inward current in AII, but not in OFF-CB. Same depolarization of AII (top green) evoked inward current in OFF-CB. Same depolarization of OFF-CB (top magenta) evoked no response in RB or AII. Here and in E–G, color of trace and recording mode label (VC, CC) corresponds to color of cell in A. E, RB in voltage clamp, AII in current clamp, and OFF-CB in voltage clamp (VC - CC - VC). Depolarization (100 ms) of RB evoked EPSP in AII and inward current in OFF-CB. F, RB in voltage clamp, AII in current clamp, and OFF-CB in voltage clamp (VC - CC - VC). Before and during depolarization (100 ms) of RB, a hyperpolarizing current (−20 pA relative to h gating the OFF-CB) evoked no response in AII. Here and in G, when OFF-CB was depolarized (100 ms), no response was evoked in the other two cells, consistent with observations in D, G. Following recordings in F, we repeated tests for synaptic connectivity with all three cells in voltage clamp (VC - VC - VC). By the time the depolarizing voltage pulse (100 ms) was applied to RB, exocytosis in this cell had run down and no response was seen in AII. When a depolarizing voltage pulse (100 ms) was applied to AII, an inward current was evoked in OFF-CB, suggesting that the lack of a clear response in OFF-CB when EPSP was evoked during hyperpolarization of AII (F) was not caused by rundown of exocytosis in AII. Intracellular solutions: B (K-glucuronate with QX314; AII), C (KCl; RB and OFF-CB).
In a second triple recording, we encountered another configuration with three synaptically connected cells: a rod bipolar connected to an AII which was connected via an electrical synapse to an ON-cone bipolar cell (type 6; Fig. 9A–C). With all cells in voltage clamp, we verified the pair-wise synaptic connections (Fig. 9D,E). First, depolarizing (but not hyperpolarizing) the rod bipolar evoked a (small) inward current in the AII, but no response in the ON-cone bipolar (Fig. 9D,E). Second, hyperpolarizing (Fig. 9D) and depolarizing (Fig. 9E) the AII or the ON-cone bipolar evoked outward and inward currents, respectively, in the other (nonstepped) cell, but no response in the rod bipolar (Fig. 9D,E). When we changed the AII to the current-clamp configuration, depolarization of the rod bipolar evoked an EPSP in the AII and a synchronous inward current in the ON-cone bipolar (Fig. 9F). This suggested that with the AII in voltage clamp (Fig. 9E), input from the rod bipolar was prevented from depolarizing the arboreal dendrites sufficiently to evoke a current response in the ON-cone bipolar. In contrast, with the AII in current clamp, the EPSP evoked by rod bipolar input generated an inward current in the ON-cone bipolar, consistent with the response evoked by depolarizing the AII in voltage clamp. We also repeated the experiment with the AII in current clamp, but with its membrane potential hyperpolarized by negative current injection. In this condition, the EPSP evoked in the AII (by the depolarization of the rod bipolar) was still able to evoke an inward current in the ON-cone bipolar, overlaid on an outward current evoked by the hyperpolarization of the AII (Fig. 9G). These results provide direct evidence that rod bipolar synaptic input can be transmitted through the arboreal tree of an AII and evoke a response in ON-cone bipolar cells electrically coupled to the AII.

Signal transmission between ON-cone bipolar cells connected to a common AII amacrine via electrical synapses

When targeting AII and bipolar cells for triple recordings, we also encountered the configuration with an AII connected via electrical synapses to two ON-cone bipolars (type 6 and type 8; Fig. 10A–C). With all cells in voltage clamp, we depolarized and hyperpolarized each cell sequentially (Fig. 10D). A voltage pulse in either of the ON-cone bipolars evoked a response in the AII and a voltage pulse in the AII evoked a response in both ON-cone bipolars. With the AII in current clamp, a voltage pulse in either ON-cone bipolar evoked not only a depolarization (or hyperpolarization) of the AII, but a concomitant response in the other ON-cone bipolars.

Figure 9. Global integration and input-output coupling via combined chemical and electrical synaptic transmission in AII amacrine cells. A, Experimental configuration with simultaneous, triple whole-cell voltage-clamp and current-clamp recording (same cells in A–G): rod bipolar (RB; blue), AII (green) and type 6 ON-cone bipolar (ON-CB; magenta). B, IR-DIC videomicrograph of retinal slice with recording pipettes on RB (top), ON-CB (middle right, not in focus), and AII (bottom). Scale bar: 10 μm. C, Wide-field fluorescence image (MIP) with RB (magenta; Alexa 594), AII (green; Alexa 488), and ON-CB (magenta; Alexa 594). Arrowheads indicate axon and axon terminal of RB. Arrows indicate axon and axon terminal of ON-CB. Scale bar: 10 μm. D, Triple recording of RB, AII, and ON-CB with all cells in voltage clamp (VC - VC - VC). Hyperpolarization (from −60 to −90 mV, 100 ms) of RB (top blue) evoked inward current in AII, but no response in ON-CB. Same depolarization of AII (top green) evoked outward current in ON-CB. Same depolarization of ON-CB (top magenta) evoked outward current in AII. Here and in E–G, color of trace and recording mode label (VC, CC) corresponds to color of cell in A, as in D, but with depolarizing voltage pulses. Depolarization (from −60 to −30 mV, 100 ms) of RB (top blue) evoked inward current in AII, but no response in ON-CB. Same depolarization of ON-CB (top green) evoked inward current in ON-CB. Same depolarization of ON-CB (top magenta) evoked inward current in ON-CB. Same depolarization of ON-CB (top magenta) evoked inward current in ON-CB. Current evoked by depolarization of ON-CB has been truncated. E, RB in voltage clamp, AII in current clamp, and ON-CB in voltage clamp (VC - CC - VC). Depolarization (100 ms) of RB evoked EPSP in AII and inward current in ON-CB (arrow). Same depolarization of ON-CB evoked depolarization (electrical PSP) in AII. F, RB in voltage clamp, AII in current clamp, and ON-CB in voltage clamp (VC - CC - VC). When RB or ON-CB was depolarized (100 ms), hyperpolarizing current pulses (−20 pA relative to hhold, top green trace) were applied to the AII. Hyperpolarization of AII did not prevent RB-evoked EPSP (bottom green trace) from evoking an inward current (arrow) in electrically connected ON-CB (bottom magenta trace). When ON-CB was depolarized (100 ms), a depolarization (electrical PSP) was evoked in AII. Intracellular solutions: B (K-gluconate with QX314; AII and RB), C (KCl; ON-CB).
NMNDA receptors (NMDARs) contribute to depolarization-evoked Ca\(^{2+}\) responses in AII dendrites

The vertical signal transmission that links inputs and outputs at arboreal and lobular dendrites in an AII, is mediated by global integration. This raises the question of a functional role for the larger-amplitude, transient local dendritic responses that integrate over dendritic subregions. Ca\(_v\) channels and NMDARs are strong candidates for responding to and potentially amplifying local depolarizations (Higley and Sabatini, 2012). There is evidence for Ca\(_v\) channels at lobular dendrites (Habermann et al., 2003; Balakrishnan et al., 2015; Hartveit et al., 2019) and recent work from our laboratory demonstrated Ca\(^{2+}\)-permeable NMDARs extrasynaptically at arboreal and lobular dendrites (Veruki et al., 2019; see also Kothmann et al., 2012).

With glutamate bound to these receptors, depolarization should relieve the Mg\(^{2+}\)-dependent channel block and allow them to function as a voltage-gated Ca\(^{2+}\) source.

With Ca\(^{2+}\) imaging at multiple locations during whole-cell recording of an AII (Fig. 11A), we observed depolarization-evoked Ca\(^{2+}\) responses in both lobular and arboreal dendrites (Fig. 11B,C). Partial suppression by the antagonist CPP suggested that NMDARs contributed to the Ca\(^{2+}\) responses in both lobular and arboreal dendrites (Fig. 11C). When all regions with Ca\(^{2+}\) responses were analyzed together, the maximum suppression evoked by CPP was 52%, with Ca\(^{2+}\) responses recovering after washout of CPP (Fig. 11D). For a total of four AII amacrines, the average suppression was 44 ± 17% (range 22–60%; \(p = 0.01363\), paired t test). The depolarization-evoked increase of intracellular Ca\(^{2+}\) in the presence of CPP is likely to be mediated by Ca\(_v\) channels. Ca\(^{2+}\) responses were observed in both lobular and arboreal dendrites and were partially blocked by CPP, suggesting that Ca\(_v\) channels and NMDARs are present in both locations (cf. Grimes et al., 2021). The block evoked by CPP suggests that sufficient glutamate is bound to the NMDARs (cf. Veruki et al., 2006, 2019) to allow depolarization to trigger channel gating. This could be of particular importance for local responses that integrate over dendritic subregions. Whereas it cannot be excluded that depolarization-evoked increase of Ca\(^{2+}\) in arboreal dendrites could, at least partially, be mediated by Ca\(^{2+}\) influx in axon terminals of gap junction-coupled ON-cone bipolar cells, the measured increase must have occurred in the AII, as we did not observe dye coupling for the Ca\(^{2+}\) indicator (OGB-1).

**Discussion**

The assumption of electrotonic compactness of the AII (Vardi and Smith, 1996; Cembrowski et al., 2012; Diamond, 2017), based on cell size, was challenged by recent work from our laboratory which demonstrated clear frequency-dependent electrotonic filtering (Zandt et al., 2018). Here, we used morphologically realistic, conductance-based modeling to develop a series of predictions that were tested experimentally. Our results suggest that the cellular morphology and electrotonic properties of the AII enable simultaneous local and global integration in response to excitatory input at different locations of the dendritic tree. Importantly, whereas the amplitude of local EPSPs depends on location in the dendritic tree and is resistant to electrical coupling, the amplitude and time course of global EPSPs are essentially independent of synaptic input location and markedly reduced by electrical coupling.

**Simultaneous local and global integration in AIIIs**

Global integration occurs when the AII as a whole integrates synaptic input, and the voltage in the entire dendritic tree follows the membrane potential measured at the soma. The time window for global integration, with summation of non-neighboring inputs, is determined by the membrane time constant (Koch et al., 1996) and therefore independent of the exact morphology of the AII. This longer time window corresponds functionally to the AII operating as an integrator of synaptic activity.

For the AII, local integration occurs when excitatory input at a dendrite evokes a larger depolarization than in the rest of the cell. Local EPSPs correspond to strong charging of the membrane and are characterized by fast rise times and double-exponential decays. The enhanced local depolarization (predicted by local input impedance: Zandt et al., 2018; see also Schmidt-
Hieber et al., 2007; Nörenberg et al., 2010) follows the time course of the synaptic conductance. The initial rapid decay corresponds to fast charge redistribution and equilibration of the voltage differences between the different subcellular compartments (Rall, 1964) and the late decay follows the decay of the global EPSP. The initial, fast equilibration imparts a fast “local” membrane time constant and enables dendritic signal processing with high temporal precision (coincidence detection; Williams and Stuart, 2002; Schmidt-Hieber et al., 2007). It will be technically demanding to investigate local integration experimentally, but combining two-photon uncaging and voltage imaging might enable both generation and measurement of local EPSPs.

Sublinear and supralinear integration in AII dendritic processes

With a passive AII, we observed distance-dependent sublinear integration, with a temporal window equal to that for local integration. Supralinear integration (with EPSPs larger than predicted from linear summation; Tran-Van-Minh et al., 2016) may be mediated by activation of Ca_v channels or NMDARs, both of which are found at lobular appendages (Habermann et al., 2003; Balakrishnan et al., 2015; Hartveit et al., 2019; Veruki et al., 2019). For arboreal dendrites there is evidence for extrasynaptic NMDARs (Veruki et al., 2019) and our results suggest that these processes also express Ca_v channels (cf. Grimes et al., 2021). As NMDARs are involved in plasticity of the Cx36-dependent gap junctions between AIIIs (Kothmann et al., 2012), depolarization by coincident synaptic inputs could be a mechanism for spatially restricted control of plasticity (cf. Losonczy et al., 2008). Immunolabeling for phosphorylated Cx36 demonstrated significant heterogeneity across the arboreal dendrites (Kothmann et al., 2012), suggesting prominent local control. Activation of dendritic NMDARs could also extend the brief time window of summation of excitatory inputs (Polsky et al., 2004).

Simulations suggested local summation for synaptic inputs arriving within a time window of ~1.1 ms and within a region of ~5% of the total branch length of an AII. With a maximum release rate from a rod bipolar of 2–3 kHz per release site (Oltedal and Hartveit, 2010), local summation would allow integration of two to three quantal responses. Within this temporal and spatial region, integration is moderately sublinear, with the summed EPSP reduced ~10% compared with linear summation. With input from additional release sites, the extent of sublinear integration could increase further. For cerebellar stellate cell interneurons, Vervaeke et al. (2012) found that common synaptic input and electrical coupling could compensate for sublinear summation. As neighboring, electrically coupled AIIIs can receive common bipolar input, it will be interesting to test whether a similar mechanism is relevant here.

Electrical coupling impacts global but not local synaptic integration in AIIIs

The strength of coupling between AIIIs is considered to be important for noise reduction (Smith and Vardi, 1995) and will impact the cells’ spatial receptive field properties. Our results suggest that the strength of coupling, influenced by ambient light intensity (O’Brien and Bloomfield, 2018), will also have a marked effect on the signal integration of AIIIs, as enhanced junctional conductance reduces the duration (and amplitude) of the global EPSP, thereby reducing the efficiency of temporal summation. Remarkably, however, the strength of electrical coupling only
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**Figure 11.** NMDARs contribute to depolarization-evoked Ca^{2+} responses in AII dendrites. A, All filled with Alexa 594 and OGB-1 (same cell in A–D). MIP generated from MPE fluorescence stack at end of recording, beading of processes caused by repeated depolarization. Scale bar: 10 μm (A, B). B, Single focal plane of image stack in A. Colored circles indicate ROIs in lobular (ROI 1) and arboreal (ROIs 2–4) dendrites for measuring intracellular Ca^{2+} (C, D). C, Ca^{2+} signals from ROIs in B evoked by depolarization (100 ms, −60 to 0 mV; onset indicated by arrows), in the control condition (saturated colors) and in the presence of CPP to block NMDARs (pale colors). In both conditions, both solution contained drugs to block voltage-gated Na^{+} channels and GABAA, glycine and non-NMDA receptors. Traces for ROI 2, 3, and 4 are averages of two, two, and three repetitions, respectively. D, Peak amplitude of Ca^{2+} responses in lobular (ROI 1) and arboreal (ROIs 2–4; mean ± SD) dendrites evoked by depolarization (as in C, 60-s intervals) as function of time. Measurements normalized to average of first three data points in control. Time 0 (first measurement) was 22 min after establishing the whole-cell configuration. Period when CPP was added to the bath solution is indicated by the horizontal bar. Intracellular solution: A (K-glucuronate).
minimally influenced local EPSPs. If local EPSPs in the arboreal dendrites (where most gap junctions are located) are important for activating NMDARs involved in plasticity of coupling, our results predict that the conditions for activating the intracellular signaling pathways are not themselves influenced by the strength of coupling. Further work is required to test this experimentally.

Direct evidence for vertical synaptic integration and multifunctional microcircuits of AIs

Rod bipolars provide glutamatergic input at arboreal dendrites (Ghosh et al., 2001; Li et al., 2002; Hartveit et al., 2018) which also are the site of electrical synapses with other AIs and axon terminals of ON-cone bipolars (Strettoi et al., 1992, 1994; Veruki and Hartveit, 2002a, b). OFF-cone bipolars provide glutamatergic input at lobular dendrites (Strettoi, 1992, 1994; Veruki et al., 2003; Graydon et al., 2018) and OFF responses (in addition to ON responses) have been detected in AIs under light-adapted conditions (Xin and Bloomfield, 1999; Pang et al., 2007). In addition, AIs inhibit OFF-cone bipolars at glycineric synapses made by lobular appendages (Pourcho and Goebel, 1985; Strettoi et al., 1992, 1994; Graydon et al., 2018; Hartveit et al., 2019). This polarized dendritic morphology with segregated inputs and outputs has raised the question whether an AI primarily operates as multiple, independent microcircuits or whether there is also a strong element of global integration with crossover inhibition (arboreal → lobular; Werblin, 2010) and crossover excitation (lobular → arboreal). Whereas arboreal → lobular transmission is proposed to mediate signal transfer in scotopic vision (for review, see Bloomfield and Dacheux, 2001; see also Murphy and Rieke, 2008) and crossover inhibition during photopic vision (Manookin et al., 2008; Münch et al., 2009), the frequency-dependent attenuation is actually lower for transmission in the lobular → arboreal direction (Zandt et al., 2018). Despite considerable support for such vertical signal transmission in the AI, it is based on indirect evidence. When interrogating circuit mechanisms to reveal signal flow through retinal networks, there is a risk when experimental results are interpreted based on a small number of canonical circuits and the ability of pharmacological tools to precisely dissect the contributions of specific synapses (cf. Sharpe and Stockman, 1999). This is particularly relevant for the AI which is connected to a large number of different neurons (Marc et al., 2014). Thus, when using visual stimulation, it cannot be known a priori that any scotopic visual response in an AI originates from rod bipolar input to the arboreal dendrites.

The efficiency of vertical signal transmission in AIs is likely to be influenced by active conductances (Tian et al., 2010; Cembrowski et al., 2012). Although voltage-gated Na⁺ channels could be an important amplification mechanism, they cannot be a requirement for vertical transmission, as their contribution was eliminated in our experiments. Near visual threshold the rod bipolar inputs to an AI may be too weak to evoke measurable output by excytosis at the lobular dendrites, despite the negative activation threshold of the Ca²⁺ channels (~55 mV; Habermann et al., 2003). Instead, larger-amplitude local EPSPs in the distal arboreal dendrites could evoke output directly onto ganglion cell somata, suggested by recent evidence for chemical synaptic contacts made by arboreal dendrites (Grimes et al., 2021). This could explain that in mouse, rod-driven signals near visual threshold can be measured in some OFF-ganglion cells, but not in OFF-cone bipolars (Arman and Sampath, 2012).

Dendritic subunits as a general feature of amacrine cells

The dendritic subunits in AIs are reminiscent of those in the larger dendritic trees of A17 and starburst amacrine and retinal ganglion cells (Koch et al., 1982; Grimes et al., 2009, 2010; Poleg-Polsky et al., 2018; Ran et al., 2020). AIs receive synaptic input from other amacrine cells, with evidence for both glycineergic and GABAergic inhibition (Gill et al., 2006; Weiss et al., 2008; Park et al., 2020). Depending on the timing of presynaptic release relative to visual stimuli, the kinetics of the postsynaptic receptors, and the subcellular location of the inhibitory synapses, inhibitory input could play a dynamic role in compartmentalizing dendritic signaling and reducing global integration (Chen et al., 2017; Poleg-Polsky et al., 2018; see also Mel et al., 2017). Dynamic inhibitory control of dendritic subunits is likely to be of general importance for amacrine cells, including cells with small dendritic trees, as well as for inhibitory interneurons in other regions of the CNS.
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