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The receptive fields of simple cells in the cat visual cortex 
are, by definition, divided into ON and OFF subfields. There 
is little doubt that each subfield is generated by excitatory 
input from geniculate neurons of the appropriate center type: 
ON subfields by ON-center cells, and OFF subfields by OFF- 
center cells. In intracellular records, ON subfields can be 
detected as regions in which light elicits a barrage of EPSPs, 
while in OFF subfields, turning a light off does the same. In 
addition, visual stimuli can evoke strong IPSPs, but these 
IPSPs have a receptive field spatially opponent to that of the 
EPSPs: Inhibition is evoked by turning a light off in an ON 
region and turning a light on in an OFF region. This inhibition 
probably arises from other cortical simple cells, and may 
contribute to such receptive-field properties as antagonism 
between subfields, binocular disparity sensitivity, and ori- 
entation selectivity. 

How do cells of the mammalian visual cortex acquire their 
receptive-field properties? The extraordinary selectivity of cor- 
tical neurons surely depends on the visual responses of indi- 
vidual sources of synaptic input, and on the integration of those 
inputs on the membrane of the postsynaptic cell. In simple cells, 
2 major synaptic inputs are evoked by electrical stimulation of 
the lateral geniculate nucleus (LGN): a direct, monosynaptic 
excitation and a cortically mediated disynaptic inhibition (To- 
yama et al., 1974; Ferster and Lindstrom, 1983). Of these 2 
inputs, the excitation is best understood. Its source, the relay 
cells of the LGN, is reflected in its monosynaptic latency. Its 
function, the creation of elongated ON and OFF subfields, was 
derived from the receptive-field properties of simple cells them- 
selves (Hubel and Wiesel, 1962), and has been supported by 
cross-correlation experiments (Tanaka, 1983). Tanaka found 
that a geniculate neuron was excitatory to a simple cell only if 
the receptive-field center of a geniculate neuron overlapped a 
simple cell subfield of the same type. There is little doubt that 
synaptic input from ON-center geniculate cells underlies ON 
subfields and that synaptic input from OFF-center cells under- 
lies OFF subfields. 

Analogous information about inhibitory synaptic potentials 
in simple cells is harder to come by. On the presynaptic side, 
the source of the potentials, specific inhibitory interneurons, are 
difficult to identify and study among their countless neighbors 
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(though see Toyama et al., 198 1). On the postsynaptic side, the 
effect of the inhibition on the behavior of simple cells is difficult 
to discern from extracellular records, which reflect the integra- 
tion of all synaptic inputs, inhibitory and excitatory: an increase 
in the one can easily be taken for a decrease in the other. In 
some cases it is possible to identify inhibitory effects pharma- 
cologically. GABA antagonists iontophoresed in the cortex, for 
example, lead to a rapid and profound loss of direction selec- 
tivity (Sillito, 1977). Alternatively, as I have done here, one can 
study the properties of inhibitory interneurons by recording 
intracellularly the IPSPs they produce in simple cells. Such rec- 
ords necessarily reflect the summed influence of numerous in- 
hibitory inputs, but have the advantage that they can be com- 
pared with the properties of excitatory inputs recorded 
concurrently. 

In a previous paper, I reported that the orientation selectivity 
of IPSPs recorded in simple cells matches that of EPSPs (Ferster, 
1986). But while maximal EPSPs and IPSPs are evoked at iden- 
tical stimulus orientations, they are not evoked at the same time 
or within the same region of the receptive field. The records 
presented here indicate that excitation and inhibition are spa- 
tially opponent within the simple cell receptive field. That is, 
in ON regions, where turning a light on evokes a synaptic ex- 
citation, turning a light off evokes a synaptic inhibition, while 
in OFF regions just the opposite is true. 

Hubel and Wiesel (1962) first proposed the existence of spa- 
tially opponent inhibition to explain the antagonism between 
subfields that in part defines simple cells. They suggested that 
ON inhibition in an OFF region would reinforce the withdrawal 
of excitation by geniculate OFF-center cells that results from 
turning a light on. The presence of this type of inhibition is 
supported by Heggelund’s (1986) observation that the suppres- 
sion of activity evoked in an OFF region at light-on is uncor- 
related in strength to the discharge evoked at light-off; a single 
mechanism, excitation from OFF-center cells, is therefore in- 
sufficient to account for both the OFF response and the suppres- 
sion at light-on. The intracellular records demonstrate the pres- 
ence of spatially opponent inhibition directly. While the 
properties of the IPSPs suggest strongly that they arise from 
other simple cells in area 17, as proposed by Palmer and Davis 
(198 l), the function of the inhibition is more a matter for spec- 
ulation. IPSPs could equally well contribute to disparity sen- 
sitivity, spatial frequency selectivity, or orientation selectivity 
in simple cells, or it could be critical in shaping the time course 
of a simple cell’s response to brief stimuli. 

Materials and Methods 
Methods for intracellular recording have been described in detail in 2 
previous papers (Ferster, 1986, 1987). Cats were anesthetized with so- 
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Figure I. Intracellularly recorded responses ofa simple cell evoked by a bright bar swept across its receptive field. The inset indicates the orientation 
and direction of motion of the stimulus. The bar measured 0.75” x 6” and traveled 4” in the 2 set recorded in each trace. Whether EPSPs or IPSPs 
were visible in the records was controlled by the amount of current injected into the cell through the recording electrode. In this and all subsequent 
figures, the amount of current injected into the cell through the recording electrode while recording each set of traces is indicated to the lower right. 
EPSPs are shown to the left (0 nA), IPSPs to the right (0.7 nA). The bottom truce in each column (A) represents an average of 10 individual records. 

dium thiopental, paralyzed with gallamine triethiodide, and artificially 
respirated. The eyes were focused with contact lenses of the appropriate 
curvature onto a tangent screen on which high-contrast bars of light 
were moved or flashed by a microprocessor-controlled optic bench. All 
stimuli were monocular. Cortical cells were penetrated with micropi- 
pettes of SO-100 MQ resistance filled with either 4 M K+-acetate (Figs. 
5, 6) or 2 M Ce+-acetate (Figs. l-4). Ce+ is known to block voltage- 
sensitive K+ channels and increase membrane resistance (Johnston et 
al., 1980). Intracellular potentials were low-pass filtered and digitized 
(visually evoked potentials at a rate of 4 kHz; electrically evoked po- 
tentials at 20 kHz), and stored by computer together with information 
about the stimulus applied and the current injected through the record- 
ing electrode. Electrical stimulation of the LGN was delivered through 
a lacquer-coated tungsten electrode placed at the top of layer A, near 
the representation of the area centralis. 

The experiment depends critically on the separation of EPSPs and 
IPSPs in the intracellular records. This separation was accomplished by 
polarizing the membrane with DC current injected through the intra- 
cellular recording electrode. Depolarizing current shifts the membrane 
potential toward the equilibrium potential for EPSPs, reducing the driv- 
ing force for excitatory synaptic currents, and thereby reducing the am- 
plitude of evoked EPSPs. At the same time, the driving force on inhib- 
itory synaptic currents, and therefore the amplitude of IPSPs, is increased. 
Similarly, hyperpolarizing current decreases IPSP amplitudes and in- 
creases EPSP amplitudes. 

To separate EPSPs and IPSPs cleanly, the current injection must be 
set to the appropriate levels. Ideally, one would like to examine indi- 
vidual potentials and adjust the current until one type disappears, while 
the other is visibly increased in amplitude. It is difficult to do so, how- 
ever, while examining spontaneous or visually evoked potentials; in- 
dividual EPSPs and IPSPs are difficult to identify in the complex pat- 

terns of overlapping potentials that occur in almost random sequence. 
But in records evoked by stimulation of the LGN, EPSPs and IPSPs 
can easily be distinguished by their reproducible latencies and time 
courses. It is then a simple matter to adjust the current while repetitively 
stimulating the LGN; the effects of the current are immediately ob- 
servable. In Figure 2, for example, with no current injected into the cell 
(Fig. 2A), only a large monosynaptic EPSP is visible. A depolarizing 
current of 0.7 nA (Fig. 2C) suppresses this EPSP and reveals a disynaptic 
IPSP. At intermediate levels (Fig. 2B), both potentials are present, though 
with diminished amplitudes. The current levels arrived at while ex- 
amining the electrically evoked potentials (in this case 0 and 0.7 nA) 
are then used to record the visually evoked potentials. In doing so, the 
implicit assumption is made that the synaptic potentials evoked by 
visual and electrical stimulation are identical, or at least are affected 
identically by the injected current. The change in the DC membrane 
potential necessary to suppress EPSPs significantly is likely to be 40 mV 
or more, making the input resistance of the cell at least 50 Ma. 

Results 

Figures l-4 contain intracellular records obtained from a simple 
cell in layer 4 of area 17. As explained in detail in Materials 
and Methods, in this cell IPSPs were recorded with 0.7 nA 
injected through the electrode, while EPSPs were recorded in 
the absence of any injected current. These current levels were 
decided upon by examining the response to electrical stimula- 
tion of the LGN (Fig. 2): without current, only the monosynaptic 
EPSP and a small spike were visible (Fig. 2A), while 0.7 nA of 
current was required to suppress the EPSP and make the di- 
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Figure 2. Response of the same simple cell as in Figure 1 to electrical stimulation of the LGN. A, When no current is injected through the 
electrode, only a monosynaptic EPSP and evoked spike are visible. These records suggest that the visually evoked records to the left of Figures 1, 
3, and 4, which were taken at the same level of current injection, contain predominantly EPSPs. B, With the cell depolarized by the injection of 
0.5 nA of DC current, the spike and the size of the EPSP is greatly reduced. A disynaptic IPSP has now appeared. C, An increase in the injected 
current to 0.7 nA completely suppresses the EPSP and enlarges the IPSP. These records suggest that the records to the right of Figures 1, 3, and 
4, which were also recorded during the injection of 0.7 nA of current, contain predominantly IPSPs. The stimulus consisted of 1 mA pulses of 
cathodal current of 200 psec duration. 

synaptic IPSP visible (Fig. 2C). This IPSP had an unusually 
long time of decay, which is associated with the presence of Ce+ 
in the electrode. The current that depolarizes the membrane 
also injects Ce+, which presumably blocks K+ channels, raises 
the membrane resistance, and increases the membrane time 
constant. Without Ce+, IPSP decay times are consistently shorter 
(see Fig. 6). 

Once the appropriate current levels were established, the elec- 
trical stimulus was turned off, and visual stimuli were presented, 
first by hand to establish the position and orientation of the 
receptive field, and then mechanically to obtain the records of 
Figures 1, 3, and 4. In each of these figures, EPSPs are shown 
to the left, and IPSPs to the right. The level of current used to 
collect each set of traces is indicated below. For each of the 2 
current levels, 5 individual records evoked by an identical visual 
stimulus are included to show the variability of the responses. 
Below each set of 5 are averages (A) of 10 individual traces: the 
5 shown together with 5 others. 

Spatial organization of the EPSP receptive field in a simple 
cell 

Because of its response to visual stimulation, the first cell to be 
considered (Figs. l-4) was identified as having a simple recep- 
tive field with 3 subregions. When a bright bar was swept across 
the cell’s receptive field with no current applied through the 
electrode (Fig. 1, left), the response consisted of4 distinct phases. 
In order, they were (1) a 4 mV hyperpolarization from rest 
lasting 250 msec, (2) a 6 mV depolarization from rest lasting 
300 msec, (3) a second hyperpolarization, identical in size and 
duration to the first, and (4) a small, 2 mV, depolarization, most 
readily visible in the averaged trace. (This last depolarization 
is best seen by placing a straight edge across the endpoints of 
the averaged trace.) Note that these modulations of the mem- 
brane potential evoked changes in the frequency of action po- 
tentials. While most simple cells are silent in the absence of a 
visual stimulus, this cell fired action potentials at rest, either 
because of the damage caused by the penetration or of the in- 
activation of K+ channels by the presence of Ce+ in the recording 
electrode. Depolarization increased the frequency ofthese action 
potentials; hyperpolarization decreased the frequency. 

The 2 phases of hyperpolarization evoked by the moving 
stimulus are most easily interpreted as reflecting the presence 
of 2 OFF subfields. As the bar entered these subfields, it pre- 
sumably entered the receptive-field centers of the OFF-center 
geniculate cells that generated the subfields. The spontaneous 
activity of these presynaptic geniculate neurons would be sup- 
pressed by a bright stimulus in their field centers, and the re- 
sulting withdrawal of excitation in the simple cell would cause 
the observed hyperpolarization. Note that the hyperpolarization 
must largely reflect a withdrawal of excitation, not an increase 
in inhibition; the records of Figure 2A indicate that IPSPs did 
not produce a significant hyperpolarization in the absence of 
injected current. 

The large central depolarization in Figure 1 signals the pres- 
ence of a central ON region between the 2 OFF regions. Pre- 
sumably the slit evoked the depolarization by entering the re- 
ceptive-field centers of presynaptic ON-center cells of the LGN. 
(Though at the same time the slit was also leaving the centers 
of the OFF-center cells associated with the first OFF region.) 
The second depolarization, the final phase of the response in 
Figure 1, represents the OFF response associated with the stim- 
ulus leaving the second OFF region. That this depolarization 
does not reflect the presence of a second ON region can be 
deduced from the response to the bar being swept across the 
receptive field in the opposite direction (not shown). The first 
component of the response to an oppositely directed stimulus 
was a large hyperpolarization, associated with the slit entering 
the second OFF region. No depolarization preceded the hyper- 
polarization, as it would have if a second ON region were pres- 
ent. The full response to the oppositely directed bar closely 
resembled the traces of Figure 1, complete with all 4 phases, 
indicating that the receptive field was mirror-symmetric. 

Flashing a slit in the receptive field of the cell also revealed 
3 distinct subfields. To obtain the EPSP records of Figure 3, the 
slit was flashed in the central ON subfield, that is, the region in 
which the moving slit evoked the large depolarization of Figure 
1. Turning the slit on in this region evoked a 4-5 mV depolar- 
ization from rest, with a latency of 40 msec. When the slit was 
turned off, the cell was hyperpolarized not only back to the 
resting level, but beyond it by several millivolts (latency, 45 



The Journal of Neuroscience, April 1988, 8(4) 1175 

OnA 0.7nA 

250ms I 10mV 
Figure 3. Response of the same simple cell as in Figures 1 and 2 to an optimally oriented bar flashed in the central ON region. The lines beneath 
the traces indicate the duration of the flash. The bottom truce of each set (A) is an average of 10 individual records. As in Figure 1, the current 
injected through the electrode during the collection of each set of traces is indicated to the lower right. 

msec). Here again, it is assumed that the hyperpolarization 
evoked at light-off must represent a withdrawal of excitation 
(rather than an increase in inhibition), which, in turn, reflects a 
decrease in activity of the presynaptic cells to a level below their 
resting discharge. The EPSP records of Figure 3 closely resemble 
the modulations of spike frequency above and below resting 
levels evoked in geniculate ON-center cells by flashing stimuli 
(Steinberg, 1983; Cleland and Lee, 1985; Cleland et al., 197 1). 

In a similar way, EPSPs evoked by flashing a stimulus in 
either of the 2 OFF regions (Fig. 4, left) resemble the activity 
evoked in geniculate OFF-center cells by a stimulus flashed in 
their receptive-field centers: a depolarization was evoked at light- 
off and a hyperpolarization at light-on. Note that the latency of 
the depolarization evoked from the OFF subfield at light-off, 
40 msec, matched that of the depolarization evoked from the 
ON region at light-on. The latency of the hyperpolarization, 45 
msec, also matched that of its counterpart in Figure 3. The 
latency of each response, therefore, depended on its own po- 
larity, either hyperpolarizing or depolarizing, and not on that 
of the stimulus that evoked it, whether light-on or light-off. 

Spatial organization of the IPSP receptive field in a simple cell 

The right-hand records of Figures 1, 3, and 4, made with the 
cell depolarized, show that the IPSP receptive field in this simple 

cell is exactly spatially opponent to the receptive fields of the 
EPSPs. That is, any stimulus that evoked a withdrawal of ex- 
citation also evoked an increase in inhibition, while any stimulus 
that evoked an increase in excitation was accompanied by a 
withdrawal of inhibition. In Figure 1 this organization is par- 
ticularly evident for the 2 OFF regions. As the bar entered each 
of these OFF regions, a strong hyperpolarization was observed. 
In the presence of the depolarizing current, each hyperpolar- 
ization represented the activation of a true synaptic inhibition. 
Normally this inhibition must be evoked concurrently with the 
withdrawal of excitation evoked in OFF regions (visible in the 
EPSP records to the left), but here the 2 responses were separated 
in the 2 sets of records by the application of injected current. 

The IPSPs evoked by flashing a stimulus in either of the OFF 
regions occurred at exactly the opposite phase from the EPSPs’ 
(Fig. 4); while EPSPs were evoked when the light came on, IPSPs 
were evoked when the light was turned off. The 2 types of 
potential, therefore, reinforce each other, and the membrane 
potential is never allowed to return passively to rest-it is ac- 
tively pulled either up or down, depending on the phase of the 
stimulus. Opponent organization of EPSPs and IPSPs analogous 
to that present in the OFF subfields would demand that inhi- 
bition be evoked at light-off in the ON region of this simple 
cell. Figure 3 shows that turning a light off in the ON region 
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Figure 4. Responses to a bar flashed in one OFF region of the simple cell of Figures l-3. Conventions as in Figure 3. 

evoked as strong an inhibition (though a slightly more sustained 
one) as did turning a light on in the OFF region. As in Figure 
4, the phase of the stimulus that evoked large EPSPs, in this 
case turning the light off, shut off the inhibition. The latency of 
the inhibition evoked in both Figures 3 and 4 was 50 msec. 
Thus the onset of the inhibition followed the beginning of the 
decline of excitation by approximately 5 msec in each case. 

Though similar in shape, the EPSP and IPSP records of Fig- 
ures 1, 3, and 4 differ in 3 respects: 

1. In the IPSP records, the spikes have been slightly dimin- 
ished in size by the current-induced depolarization, and broad- 
ened by the Ce+-induced inactivation of K+ channels. These 
spikes occur at rest in the IPSP records, presumably because of 
the depolarization, and are suppressed by the stimulus-induced 
hyperpolarization. Thus there is an apparent decrease in the 
noise of the records during the inhibition, despite the increase 
in synaptic activity. This is not the case with records taken 
without Ce+ injections (see Fig. 5). 

2. Unlike the EPSP records, the potential in any of the IPSP 
records is not modulated above and below the resting level. 
Only hyperpolarizations from rest are present, as if there could 

be no withdrawal of tonic inhibition evoked by the stimulus. 
Activity in the presynaptic inhibitory interneurons seems to 
return to rest when the light is turned off in Figure 4 or on in 
Figure 3. The interneurons were either insensitive to these stim- 
uli or their resting discharge level was near 0 and could not be 
decreased further by an antagonistic stimulus. 

3. The apparent widths of the inhibitory subfields in Figure 
1 are larger than those of the OFF regions in which they are 
centered. Thus the ON inhibition in the OFF regions overlaps 
partially with the central ON region (see also Heggelund, 1986). 
The same is likely to be true for OFF inhibition in the ON 
region, though this was not tested. It is also possible that the 
ON and OFF excitatory mechanisms overlap at the borders of 
the subregions, but since the EPSPs evoked by the moving stim- 
uli reflect the sum of the ON and OFF inputs, any overlap would 
not be detectable in Figure 1. 

During the study of the simple cell illustrated in Figures I- 
4, the bar was flashed numerous times in regions just outside 
the 2 OFF regions. No potentials were detected in response to 
such stimuli. One might expect that the surrounds of the ge- 
niculate neurons that make up the OFF regions might be de- 



The Journal of Neuroscience, April 1988, 8(4) 1177 

EPSPs \ 

A 
0 nA 

F&WY 5. Responses to a moving bright bar recorded intracellularly from a second simple cell. The receptive field of this cell consisted of 2 ON 
regions flanking a central OFF region. The bar moved at a rate of 2Vsec. 

tectable in the EPSP records, but the effects of the surrounds 
were apparently too weak. Neither were any IPSPs evoked out- 
side the 3 subfields of the receptive field. The receptive fields 
of the EPSPs and IPSPs were completely coextensive, as pre- 
dicted by previous extracellular records (Palmer and Davis, 198 1; 
Heggelund, 1986). 

Figures 5 and 6 contain records analogous to those in Figures 
1 and 2 for a second simple cell. In this cell, by coincidence, 

0.7nA 

Figure 6. Synaptic potential evoked by electrical stimulation in the 
LGN, recorded in the same simple cell as in Figure 5. Stimulus ampli- 
tude, 1 mA, duration, 200 msec. 

the levels of current required for separating EPSPs and IPSPs 
were also 0 and 0.7 nA (Fig. 6). The electrode in this case was 
filled with K+-acetate, rather than Ce+-acetate, and only the 
response to a moving bar of light was recorded. In the EPSP 
records, the bar evoked 2 separate waves of depolarization, 
indicating the presence of 2 ON regions. A hyperpolarization 
back to rest (and even slightly beyond) that was evoked in the 
region between the 2 ON subfields indicated the presence of a 
central OFF region, making the receptive field of this cell the 
obverse of that in Figures l-4. As for the simple cell in Figures 
1-4, sweeping the slit in the opposite direction evoked an almost 
identical response to that in Figure 5 (not shown). 

The visually evoked IPSPs recorded with the cell depolarized 
consisted primarily of a single hyperpolarization evoked as the 
bright bar entered the OFF region. The overall shapes of the 2 
averaged traces in Figure 5 are quite different from each other 
and suggest strongly the presence of ON inhibition in the OFF 
region. The small upward spikes in the EPSP records of Figure 
5 are similar in size and duration to those evoked by electrical 
stimulation in Figure 6; the downward spikes in the IPSP records 
of Figure 5 have a time course identical to the IPSPs evoked 
electrically in Figure 6, and likely represent unitary IPSPs (Fers- 
ter, 1986). Once again, the inhibitory subfield extends well be- 
yond the OFF region on which it is centered, into the adjacent 
ON regions. 
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Figure 7. Alternative models of the origin of opponent inhibition in the receptive fields of simple cells. In each case it is assumed that the inhibition 
is provided by synaptic connections from other simple cells with subfields of identical size and shape to that of the postsynaptic cell. The receptive 
field of the postsynaptic cell is drawn in solid lines, and the type of each subfield, ON or OFF, is indicated by a + or -. The receptive fields of 
the inhibitory intemeurons are shaded. The subfields of both the inhibitory intemeuron and the postsynaptic cells arise from direct excitation by 
ON- and OFF-center geniculate neurons. A, The receptive fields of pre- and postsynaptic neurons overlap only partially. Such an arrangement 
apparently does not occur in the cortex. In the cells so far examined, no inhibition could be evoked outside the receptive field defined by tte EPSPs. 
B, The receptive fields of the pre- and postsynaptic neurons are coextensive, as suggested by Palmer and Davis (198 1) and by Heggelund (1986). 
There is also the possibility that the inhibitory intemeurons have fewer subfields than the postsynaptic neuron, and that more than one interneuron 
is required to provide inhibition of the appropriate type to all of the subregions. For clarity, the subregions of the receptive fields are drawn with 
sharp borders and no overlap. Above each subfield is a broad curve that is meant to represent its true extent in the direction perpendicular to the 
receptive-field orientation. The intracellular records indicate that the ON inhibition is centered in each OFF region, but overlaps the adjacent ON 
region. Similarly, the OFF inhibition is centered in the ON region, but slightly overlaps the adjacent OFF region. 

Discussion 
Source of spatially opponent inhibition 
Evidence has been collected from 6 simple cells, including the 
2 illustrated here, that each of their subfields is constructed from 
2 separate mechanisms: ON excitation and OFF inhibition on 
ON regions, and OFF excitation and ON inhibition in OFF 
regions. These IPSPs are similar in receptive-field properties to 
those proposed by Hubel and Wiesel (1962) to enhance the 
antagonism between subfields, but differ in their source, most 
likely arising from interneurons within the cortex rather than 
directly from the LGN. Several properties of the IPSPs provide 
information about the presynaptic inhibitory interneurons that 
produce them: (1) IPSPs in simple cells, as in most cortical cells, 
have the same preferred orientation as the excitatory drive re- 
corded in the same cell (Ferster, 1986). The interneurons must 
therefore have the same preferred orientation and reside in the 
same set of orientation columns as the postsynaptic cell from 
which the IPSPs were recorded. (2) The interneurons must pos- 
sess at least one pure ON region, one OFF region, or both, in 
order to give rise to the pure ON and OFF IPSPs that were 
observed. (3) The number of presynaptic neurons responsible 
for the IPSPs is probably small, perhaps no more than 3. As in 
Figure 5, unitary IPSPs are often distinguishable in IPSP records 

(Ferster, 1986). These short hyperpolarizing potentials are al- 
most identical in time course to the IPSPs evoked by electrical 
stimulation of the LGN. Their regular frequency and near-uni- 
form amplitude imply that the presynaptic cells that produce 
them are few in number. (Unitary IPSPs are not visible in the 
records of Figs. 1, 3, and 4 because of the presence of Ce+; the 
very long time constant of the IPSPs, visible in Fig. 2C, makes 
unitary responses occurring close together in time unresolvable.) 
(4) That the IPSP traces in Figures 1, and 3-5 contain primarily 
hyperpolarizations (i.e., that little disinhibition is observed) 
would suggest that the presynaptic cells have little or no spon- 
taneous activity and therefore produce no tonic inhibition that 
could be suppressed by an appropriate stimulus. (5) The IPSPs 
evoked in simple cells by electrical stimulation of the LGN are 
disynaptic (Ferster and LindstrGm, 1983). The smooth, unin- 
flected time course of the traces taken with depolarizing current 
in Figures 2 and 6 indicate the absence of later di- or polysyn- 
aptic components. Assuming that the interneurons responsible 
for the visually evoked IPSPs are among those responsible for 
the electrically evoked IPSP, they must receive monosynaptic 
excitation from the LGN, much like the simple cells from which 
they were recorded. 

Given these properties of the observed IPSPs, the most ob- 
vious candidates for the presynaptic inhibitory interneurons are 
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other simple cells. They would be required to have subregions 
identical in size, shape, and orientation to those of the postsyn- 
aptic cell, but would have ON regions wherever the postsynaptic 
cell has OFF regions, and vice versa, as originally suggested by 
Palmer and Davis (198 1). 

Two possible arrangements for the receptive fields of inhib- 
itory interneurons are shown in Figure 7. In Figure 7A, the 
receptive fields of 2 inhibitory interneurons only partially over- 
lap that of the postsynaptic cell. But in the intracellular records, 
IPSPs could never be evoked from any region outside the ex- 
citatory receptive field in any of the cells studied, including those 
illustrated here. Therefore, the arrangement of the interneurons’ 
receptive field more likely resembles that illustrated in Figure 
7B, in which the receptive field of the interneuron is entirely 
contained within that of the EPSPs. Palmer and Davis (198 1) 
were able to find adjacent simple cells with overlapping recep- 
tive fields, but each pair of overlapping subfields were always 
of the opposite type, ON or OFF, as in Figure 7B. Palmer and 
Davis suggested that one of these neurons might be inhibitory 
to the other. 

Effects of spatially opponent inhibition on the visual responses 
of simple cells 

Mutual antagonism between subjields. As suggested by Hubel 
and Wiesel(l962) spatially opponent inhibition could contrib- 
ute to antagonism between subfields (Hubel and Wiesel, 1962). 
Turning on a single bright bar in an ON region of the cell in 
Figure 7B would be an excellent stimulus. An additional bar in 
an OFF region would antagonize the first by suppressing the 
spontaneous activity of excitatory geniculate OFF-center cells. 
The interneuron in Figure 7B would not respond at all to the 
onset of the single bar, which would be located in its OFF region. 
But it might respond to the second stimulus, which would be 
located in its ON region. The response would be slight, because 
the interneuron is itself a simple cell and would experience 
mutual antagonism of its own. But however much the inter- 
neuron responded, it would help to suppress the response to the 
double stimulus and to make the postsynaptic neuron more 
selective for the single stimulus. That such suppression does 
occur seems clear from the double-slit experiments of Heggelund 
(1986). 

Spatial frequency. The same arguments for mutual antago- 
nism may be cast in terms of spatial frequency. A stimulus 
consisting of 2 slits contains larger lower-frequency components 
than does a single slit. The single slit activates the postsynaptic 
neuron strongly, but the interneuron hardly at all. Therefore, 
however much the double slit activated the interneuron, that 
activity would serve to make the postsynaptic cell more selective 
for higher frequencies. The inhibition could, in theory, make 
cortical neurons more selective for spatial frequency than for 
their geniculate inputs, but it is not clear when comparing the 
spatial frequency tuning curves of geniculate neurons (Derring- 
ton and Fuchs, 1979; Troy, 1983) with those of cortical neurons 
(Movshon et al., 1978; Tolhurst and Thompson, 1981) that a 
significant sharpening of selectivity occurs. 

Orientation selectivity. The neurons that mediate spatially 
opponent inhibition must themselves be orientation-selective 
and are tuned to the same orientation as their postsynaptic 
targets. At orientations far from the optimal, they are largely 
inactive and likely to have little effect on the postsynaptic cell’s 
responses (Ferster, 1986) but near the optimal orientation, they 
are in a position to alter the sharpness of tuning (Orban, 1984, 

see pp. 289-295). An optimally oriented bright bar that is turned 
on within the ON region of a simple cell will not activate in- 
hibitory interneurons at all. But if the bar is turned only slightly, 
it will begin to encroach upon the flanking OFF regions and 
their accompanying ON inhibition. Because the ON inhibitory 
zone partially overlaps the ON region, even the slightest mis- 
alignment of the bar could begin to activate inhibitory inputs. 
As the stimulus is turned farther away from optimal, it will 
move more and more into the ON region of the inhibitory 
interneuron, but at the same time the orientation becomes less 
and less optimal for the inhibitory interneuron. Whether the 
inhibition actually affects orientation tuning will depend on the 
exact spatial arrangement of the subfields, on how much of the 
subfield must be stimulated for the interneurons to reach thresh- 
old, and on the orientation tuning of the interneurons compared 
to that of the excitatory input. 

Disparity sensitivity. An important function of opponent in- 
hibition in simple cells might be a contribution to disparity 
sensitivity. Most simple cells that possess binocular receptive 
fields are extremely sensitive to stimulus disparity, with their 
optimal disparity falling very near the horopter, or zero disparity 
(Ferster, 198 1; Ohzawa and Freeman, 1986). As a result, they 
respond poorly to a stimulus of non-zero disparity, that is, to 
the image of a bar that falls within an ON region of one eye 
and an OFF region of the other. The mechanism that produces 
disparity sensitivity in simple cells could involve both excitation 
and inhibition. A bright bar presented at a nonoptimal disparity, 
for example, might fall on the ON region in the receptive field 
of one eye. But if it fell on an OFF region in the other eye, it 
could suppress the cell by virtue of the suppression of excitation 
from OFF-center geniculate cells. The intracellular records in- 
dicate that it would, in addition, evoke an active synaptic in- 
hibition in the OFF region. 

Time course of the response of simple cells. Finally, the recip- 
rocal inhibition in simple cell subregions may be important for 
shaping the time course of a simple cell’s response to flashing 
stimuli. The decline of excitation at light-off in Figure 4 lasts 
for almost 100 msec after the excitatory stimulus is withdrawn, 
much like the relatively slow decline of activity in some retinal 
ganglion cells and geniculate relay cells (Steinberg, 1983; Cleland 
and Lee, 1985; Cleland et al., 197 1). Visually evoked inhibition, 
with a latency of 50 msec, may prevent the declining EPSP from 
continuing to evoke action potentials, allowing the cell to rep- 
resent more faithfully the time course of the stimulus. To test 
this possibility, careful comparisons of the time course of the 
responses of simple cells and of geniculate relay cells would be 
required. But whether the spatial or the temporal properties of 
the inhibition are most important, EPSPs of geniculate origin 
and IPSPs of cortical origin are reciprocally organized to rein- 
force each other’s effects on the membrane potential of cortical 
simple cells. 
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