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Abstract 39 

Despite the prevalent use of alerting sounds in alarms and human-machine interface 40 

systems and the long-hypothesized role of the auditory system as the brain’s ‘early warning 41 

system’, we have only a rudimentary understanding of what determines auditory salience—42 

the automatic attraction of attention by sound—and which brain mechanisms underlie this 43 

process. A major roadblock has been the lack of a robust, objective means of quantifying 44 

sound-driven attentional capture. Here we demonstrate that: (1) a reliable salience scale can 45 

be obtained from crowd-sourcing (N=911), (2) acoustic roughness appears to be a driving 46 

feature behind this scaling, consistent with previous reports which implicate roughness in the 47 

perceptual distinctiveness of sounds, and (3) crowdsourced auditory salience correlates with 48 

objective autonomic measures. Specifically, we show that a salience ranking obtained from 49 

online raters correlated robustly with the superior colliculus (SC)-mediated ocular freezing 50 

response - microsaccadic inhibition (MSI) - measured in naïve, passively listening human 51 

participants (of either sex). More salient sounds evoked earlier MSI, consistent with a faster 52 

orienting response.  These results are in line with the hypothesis that MSI reflects a general 53 

re-orienting response which is evoked by potentially behaviorally important events 54 

irrespective of their modality. 55 

 56 

Significance statement: Microsaccades are small, rapid, fixational eye movements, 57 
measurable with sensitive eye-tracking equipment. We reveal a novel, robust link between 58 
microsaccade dynamics and the subjective salience of brief sounds (salience rankings 59 
obtained from a large number of participants in an online experiment): Within 300 ms of 60 
sound onset, the eyes of naïve, passively listening participants demonstrate different 61 
microsaccade patterns as a function of the sound’s crowdsourced salience. These results 62 
position the superior colliculus (hypothesized to underlie microsaccade generation) as an 63 
important brain area to investigate in the context of a putative multi-modal salience-hub. 64 
They also demonstrate an objective means for quantifying auditory salience. 65 
  66 
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Introduction 67 

Our perception of our surroundings is governed by a process of competition for 68 

limited resources. This involves an interplay between task-focused and bottom-up-driven 69 

processes which automatically bias perception towards certain aspects of the world, to which 70 

our brain, through experience or evolution, has been primed to assign particular significance. 71 

Understanding the neural processes which underlie such involuntary attentional capture is a 72 

topic of intense investigation in systems neuroscience (Itti and Koch, 2001, 2000; Kaya and 73 

Elhilali, 2014; Kayser et al., 2005).  74 

Research in vision has capitalized on the fact that attentional allocation can be 75 

‘objectively’ decoded from ocular dynamics: Observers free-viewing complex visual scenes 76 

tend to demonstrate consistent fixation, saccade and microsaccade patterns that can be 77 

used to infer the attributes that attract bottom-up visual attention (Hafed et al., 2009; Krauzlis 78 

et al., 2018; Parkhurst et al., 2002; Peters et al., 2005; Veale et al., 2017; Yuval-Greenberg 79 

et al., 2014). The underlying network for (micro-)saccade generation is centered on the 80 

superior colliculus (SC; Hafed et al., 2009) with a contribution from the frontal eye fields (Peel 81 

et al., 2016), consistent with a well-established role for these regions in computing the visual 82 

salience map and controlling overt attention (Veale et al., 2017; White et al., 2017b,a).  83 

The appearance of new events is also associated with two types of rapid orienting 84 

responses: (1) an ‘ocular freezing’ (‘microsaccadic inhibition’; MSI) response—a rapid 85 

transient decrease in the incidence of microsaccades, hypothesized to arise through 86 

suppression of ongoing activity in the SC by new sensory inputs (Engbert and Kliegl, 2003; 87 

Hafed and Clark, 2002; Hafed and Ignashchenkova, 2013; Rolfs et al., 2008); and (2) A 88 

phasic pupil dilation response (PDR; Wang et al., 2017; Wang and Munoz, 2015). The PDR 89 

has been linked to potentially SC-mediated (Wang and Munoz, 2015) spiking activity in the 90 

Locus Coeruleus (Joshi et al, 2016) which constitutes the source of Norepinephrine 91 
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(Noradrenaline) to the central nervous system, and therefore controls global vigilance and 92 

arousal.  93 

Both MSI and PDR have been shown to systematically vary with visual salience 94 

(Bonneh et al., 2014; Rolfs et al., 2008; Wang et al., 2017, 2014; Wang and Munoz, 2014) 95 

and are theorized to reflect the operation of an interrupt process that halts ongoing activities 96 

so as to accelerate an attentional shift towards a potentially survival-critical event.  97 

Interestingly, sounds can also drive these ocular responses. Abrupt, or otherwise out-98 

of-context auditory events evoke pupil dilation, and cause MSI (Liao et al. 2014; 2016, 99 

Wetzel et al. 2016; Wang et al 2014; Wang and Munoz, 2014, 2015; Rolfs et al 2005,.2008) 100 

in line with a proposal that these responses reflect the operation of a modality-general 101 

orienting mechanism. In fact, sounds cause faster responses than visual stimuli (Rolfs et al., 102 

2008; Wang et al., 2014), consistent with the ‘early warning system’ role of hearing (Murphy 103 

et al, 2013). However, because only very simple stimuli have been used, the degree to which 104 

sound-evoked ocular responses reflect acoustic properties beyond loudness (Huang and 105 

Elhilali, 2017; Liao et al., 2016) remains unknown.  106 

Here we sought to determine whether MSI and PDR are sensitive to auditory 107 

salience. We used crowdsourcing to obtain a ‘subjective’ (e.g., ratings-based) salience 108 

ranking of a set of brief environmental sounds. The obtained salience scale was also verified 109 

with a small “in-lab” replication. Then in a lab setting, a group of naïve participants passively 110 

listened to these sounds while their ocular dynamics and pupil dilation were recorded. We 111 

demonstrate that MSI (but not PDR) is systematically modulated by auditory salience. This is 112 

consistent with the hypothesis that MSI indexes a rapid, multi-modal orienting mechanism 113 

which is sensitive to not just the onset, but also the specific perceptual distinctiveness of brief 114 

sounds. 115 
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Methods 116 

Stimuli 117 

Eighteen environmental sounds drawn from Cummings et al., (2006) (a subset from 118 

Dick and Bussiere (2002) and Saygin et al., 2005), were used. All stimuli were 500ms long 119 

and RMS equated (see individual spectrograms in Figure 1A and Figure 1-1 in the Extended 120 

Data for sound files). 121 

FIGURE 1 ABOUT HERE 122 

Subjective salience via Crowdsourcing  123 

Experimental Design and Statistical Analysis 124 

The experiment was conducted on the Amazon Mechanical Turk (MTurk) platform - 125 

an online marketplace that allows remote participants (‘workers’ per MTurk nomenclature) to 126 

perform tasks via a web-interface. Raters were selected from a large pool of prequalified 127 

‘workers’ in the US who were judged to be reliable over the course of many previous (non-128 

salience related) experiments. Each session is delivered through a ‘human intelligence task’ 129 

(HIT) page, which contains instructions and the stimuli for that session (see Figure 1-2 in the 130 

Extended Data section for an example of a HIT page used in the present experiment). Since 131 

we were interested in the extent to which a relatively free listening environment can result in 132 

meaningful data, we did not impose constraints on sound delivery (e.g. Woods et al., 2017) 133 

or level (though it was suggested that the participants listen over headphones).  134 

Participants made relative salience judgments on sounds presented in pairs. In total, 135 

a pool of 7038 pairs (153 possible pairs x 2 orders to control for order effects x 23 repetitions) 136 

were generated. The pairs were then arranged in 207 different HITs by randomly selecting 137 

subsets of 34 different pairs from the above pool. Each HIT also included six randomly 138 

interspersed ‘catch trials’, where the two sounds were identical. Each HIT, therefore, 139 
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contained 40 sound pairs along with task instructions. Each pair had its own ‘Play’ button, 140 

which when pressed started the presentation of the corresponding sound pair, with a 500 ms 141 

silent gap between the two sounds. Participants were asked which sound was ‘more salient 142 

or noticeable. Which sound would you think is more distracting or catches your attention?’ 143 

Participants could only listen to each pair once before responding by selecting one of the 144 

‘first’, ‘second’ or ‘identical’ buttons to progress to the next sound pair. Participants were 145 

instructed to choose the ‘identical’ button only if the sounds were physically identical (catch 146 

trials). Failure to respond appropriately to the catch trials (or choosing the ‘identical’ response 147 

for the non-catch trials) indicated lack of engagement with the experiment and resulted in the 148 

data from that session being excluded from analysis (~10% exclusion rate, see below). 149 

Participants were offered financial compensation roughly equal to the minimum US wage and 150 

prorated for the 5-minute experiment time. To encourage participant engagement, we paid a 151 

small bonus when participants correctly responded to identical sounds and subtracted a 152 

small amount for each miss. Each HIT was run by 5 unique workers for an overall number of 153 

1035 sessions. The time limit for task completion was set to 60 minutes, though we expected 154 

the experiment to last an average of 3 minutes. Figure 2A plots the actual duration 155 

distribution. Most sessions were completed within 3 minutes.  156 

Each participant was free to complete up to a maximum of 9 different HITs. A 157 

distribution of HITs per worker is in Figure 2B. Most (71.4%) completed one HIT only, whilst 158 

52 workers (12.4%) completed the maximum number of HITs. We did not find any 159 

relationship between participants' number of HITs and performance on catch trials. From the 160 

total of 1035 sessions completed, 57 included a single missed catch trial, 11 included two 161 

missed catch trials and 11 included more than two missed catch trials. Fifty-eight sessions 162 

contained false positives. Overall 124 sessions were excluded. The remaining sessions were 163 

comprised of 384 unique workers, of which 270 completed only one HIT and the rest 164 

completed multiple HITs. 165 
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Salience ranking was computed by pooling across all HITs and counting the 166 

proportion of pairs on which each sound was judged as more salient. Variability was 167 

estimated using bootstrap re-sampling (1000 iterations), where on each iteration, one 168 

session for each of the 207 unique HITs was randomly selected for the ranking analysis. The 169 

error bars in Figure 1B are one standard deviation from this analysis. The same ranking was 170 

obtained after removing sessions with durations exceeding the 90th percentile (14.09 min, 171 

N=820 remaining) or the 75th percentile (5.98 min, N=683 remaining). 172 

FIGURE 2 ABOUT HERE 173 

Acoustic analysis 174 

The salience data were analyzed to examine possible correlations with several key 175 

acoustic features previously implicated in perceptual salience.  176 

An overall loudness measure was produced by a model in which the acoustic signal 177 

was filtered with a bank of bandpass filters of width 1 ERB (Moore and Glasberg, 1983) and 178 

centre frequencies spaced 1/2 ERB from 30 Hz to 16 kHz. The instantaneous power of each 179 

filter output was smoothed with a 20 ms window and elevated to power 0.3 to approximate 180 

specific loudness (Hartmann, 1996). Outputs were then averaged across channels to 181 

produce a single value. This model was preceded by a combination of high-pass and low-182 

pass filters to approximate effects of outer and middle ear filtering (Killion, 1978).  183 

Several key measures of salience derived from the model of Kayser et al. (2005) 184 

were examined. Paralleling work in the visual modality (Itti & Koch, 2001), this model 185 

produces an auditory saliency map in the form of a frequency x time representation, 186 

indicating the spectro-temporal loci that are hypothesized to be particularly perceptually 187 

salient. The representation is computed by independently extracting several key auditory 188 

features (loudness, spectral and temporal contrast), which are normalized to create a 189 

feature-independent scale and then linearly combined together to create the overall map. For 190 

the present analysis, we extracted several parameters from the salience map computed for 191 
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each sound-token: the maximum value within the saliency map (this is the parameter used in 192 

the experiments reported in Kayser et al, 2005), the mean saliency value across the entire 193 

map, and max/mean gradient across the frequency and/or time dimensions.  194 

Roughness was calculated from the modulation power spectrum, computed using 195 

the approach described in Elliott and Theunissen (2009; see also Arnal et al., 2015). 196 

Roughness is associated with energy in the high end (>30Hz) of the amplitude modulation 197 

spectrum, though it also depends on modulation depth and other spectral factors 198 

(Pressnitzer and McAdams, 1999).  As is typical of natural wide-band sounds, in our sound 199 

set we found a strong correlation (Spearman r=0.808, p<0.0001) between power at high 200 

modulation rates (30-100 Hz) and those below 30 Hz (0-30 Hz). We also noted that salience 201 

(MTurk derived; see results) significantly correlated with power at modulations between 30-202 

100 Hz (Spearman, r=0.585 p=0.01) but not with the low frequency (0-30 Hz) modulations 203 

(Spearman r=0.222 p=0.376). Controlling for low frequency modulations as a covariate 204 

(partial correlation), yielded a substantially stronger correlation (Spearman r=0.707 p=0.002), 205 

suggesting that the high modulation rates, independently of overall modulation power, 206 

contributed to salience. Therefore, to specifically isolate the contribution of high modulation 207 

rates, and control for overall power across the modulation spectrum, ‘roughness’ was 208 

quantified as the ratio between power at modulations between 30-100 Hz and power 209 

between 0-100 Hz (i.e. across the full range). See also Figure 3, for a comparison of how 210 

roughness in the present set relates to the range of roughness (calculated in the same way) 211 

obtained from a diverse set of environmental sounds. 212 

FIGURE 3 ABOUT HERE 213 

Subjective salience via in-lab replication  214 

Participants 215 

To verify that the online salience ranking data also hold when tested in a more 216 

controlled environment, eighteen paid participants (15 females, average age 23.8, range 18–217 
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31) took part in an in-lab replication study; all reported normal hearing and no history of 218 

neurological disorders. Experimental procedures were approved by the research ethics 219 

committee of University College London and written informed consent was obtained from 220 

each participant.  221 

Experimental Design and Statistical Analysis 222 

We again used a pairwise task with identical presentation parameters as in the MTurk 223 

experiment, but that every participant was presented with the full set of all possible pairs (78 224 

pairs x 2 possible orders x 2 repetitions) for a total of 312 pairs of sounds. These were 225 

presented in a random order in six consecutive blocks (~8 min). Each block also contained 226 

eight randomly interspersed catch trials of identical sounds. Participants were allowed a short 227 

rest between blocks.  228 

The stimuli were delivered to the participants’ ears by Sennheiser HD558 229 

headphones (Sennheiser, Germany) via a UA-33 sound card (Roland Corporation) at a 230 

comfortable listening level, self-adjusted by each participant. Stimulus presentation and 231 

response recording were controlled with the Psychtoolbox package (Psychophysics Toolbox 232 

Version 3; Brainard, 1997) with MATLAB (The MathWorks, Inc.). Participants were tested in 233 

a darkened and acoustically shielded room (IAC triple-walled sound-attenuating booth). The 234 

session lasted for 1 hour, starting with the same instructions given in the MTurk experiment. 235 

Participants were instructed to fixate their gaze on a white cross at the centre of the 236 

computer screen while listening to the stimuli, and to respond by pressing one of 3 keyboard 237 

buttons to indicate ‘sound A more salient’/ ‘sound B more salient’/ ‘identical sounds’. The 238 

participant’s response initiated the following trial with a random inter-trial interval of 1.5 to 2 s. 239 

Blocks featuring incorrect responses – whether a miss or a false alarm – to any of the eight 240 

catch trials indicated lack of engagement and the whole block was discarded from the 241 

analysis. In this instance, all participants performed perfectly with a 100% hit rate and 0% 242 

false alarm rate resulting in no exclusions.  243 
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Eye tracking 244 

Participants 245 

This experiment was performed by a total of 30 paid participants (28 females; aged 246 

18-29, average 23.33), with 15 participants initially (14 females; aged 21~28, average 23.53), 247 

subsequently supplemented by an additional group of 15 participants so as to have a better 248 

measure of variability across the population. No participants were excluded from this 249 

experiment. All reported normal hearing and no history of neurological disorders. All 250 

participants were naïve to the aims of the experiment and none had participated in the ‘in-lab’ 251 

ranking experiment described above. Experimental procedures were approved by the 252 

research ethics committee of University College London and written informed consent was 253 

obtained from each participant.  254 

Experimental Design and Statistical Analysis 255 

Sixteen sounds out of the original set were used in this experiment. Sound #3 and 256 

sound #9 (see Figure 1) were excluded due to experiment length constraints.  257 

The effective onset (the time point to which the eye tracking analysis is time locked) 258 

was adjusted for each sound-token to a time where level exceeded a fixed threshold. The 259 

threshold was defined as the 20th percentile of the distribution of power (per time sample; 260 

over the initial 50 ms) pooled across sound-tokens. Further controls for onset energy, based 261 

on correlating loudness at onset with the various eye tracking measures, are described in the 262 

Results section.  263 

Participants listened passively to the sounds, which were presented in random order, 264 

with a randomized inter-trial interval between 6 and 7 seconds. In total, 320 trials (16 sound-265 

tokens x 20 repetitions of each) were presented. Stimuli were diotically delivered to 266 

participants’ ears using Sennheiser HD558 headphones (Sennheiser, Germany) via a 267 

Creative Sound Blaster X-Fi sound card (Creative Technology, Ltd.) at a comfortable 268 

listening level, self-adjusted by each participant. Stimulus presentation and response 269 

recording were controlled with the Psychtoolbox package (Psychophysics Toolbox Version 3; 270 
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Brainard, 1997) on MATLAB (The MathWorks, Inc. R2018a). Participants sat with their head 271 

fixed on a chinrest in front of a monitor (viewing distance 65cm) in a dimly lit and acoustically 272 

shielded room (IAC triple-walled sound-attenuating booth). They were instructed to 273 

continuously fixate at a black cross presented at the centre of the screen against a grey 274 

background and to passively listen to the sounds (no task was performed). A 24-inch monitor 275 

(BENQ XL2420T) with 1920x1080 pixel resolution and 60 Hz refresh rate presented the 276 

fixation cross and feedback. The visual display remained the same throughout. To avoid 277 

pupillary light reflex effects, display and ambient room luminance were kept constant 278 

throughout the experiment. To reduce fatigue, the experiment was divided into nine 4-minute 279 

blocks, each separated by a 4-minute rest period.  280 

Pupil measurement 281 

An infrared eye-tracking camera (Eyelink 1000 Desktop Mount, SR Research Ltd.) 282 

positioned just below the monitor continuously tracked gaze position and recorded pupil 283 

diameter, focusing binocularly with a sampling rate of 1000 Hz. The standard five-point 284 

calibration procedure for the Eyelink system was conducted prior to each experimental block. 285 

Participants were instructed to blink naturally. They were also encouraged to rest their eyes 286 

briefly during inter-trial intervals. Prior to each trial, the eye-tracker automatically checked 287 

that the participants’ eyes were open and fixated appropriately; trials would not start unless 288 

this was confirmed. 289 

Analysis of eye blinks 290 

Eye blinks are commonly observed as an involuntary response to abrupt sounds, part 291 

of the brainstem-mediated startle reflex (Blumenthal and Goode, 1991; Davis, 1984; 292 

Knudson and Melcher, 2016). The elicitation of blinks has been shown to be sensitive to a 293 

range of stimulus manipulations (Blumenthal, 2015, 1988) and it was, therefore, important to 294 

relate eyeblink incidence to the measures of salience used here. 295 

Since the blink reflex occurs rapidly after stimulus presentation (Blumenthal, 1988), 296 

we analyzed data from the first 500 ms after sound onset. For each subject and sound token, 297 
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eyeblink incidence was computed by tallying the number of trials that contained a blink 298 

(defined as full or partial eye closure). Though the incidence of blinks was low overall 299 

(<10%), it varied substantially across participants. For the correlation analyses reported 300 

below (Figure 4), the average rate, across participants, was computed for each sound 301 

condition.  302 

Analysis of pupil diameter data 303 

To measure the sound-evoked pupil dilation responses (Figure 5), the pupil diameter 304 

data of each trial were epoched from 0.5s before to 3s after sound onset. Intervals where the 305 

eye tracker detected full or partial eye closure (manifested as loss of the pupil signal) were 306 

automatically treated as missing data and recovered with shape-preserving piecewise cubic 307 

interpolation; epochs with more than 50% missing data were excluded from analysis. On 308 

average, less than two trials per participant were rejected.  309 

To compare results across blocks, conditions, and participants, the epoched data 310 

within each block were z-score normalized. A baseline correction was then applied by 311 

subtracting the median pupil size over the pre-onset period; subsequently, data were 312 

smoothed with a 150 ms Hanning window.  313 

Microsaccade analysis 314 

Microsaccade detection was based on the algorithm proposed by Engbert and Kliegl 315 

(2003). In short, microsaccades were extracted from the continuous horizontal eye-316 

movement data based on the following criteria: (a) a velocity threshold of λ = 6 times the 317 

median-based standard deviation within each block; (b) above-threshold velocity lasting for 318 

longer than 5ms but less than 100ms; (c) the events are binocular (detected in both eyes) 319 

with onset disparity less than 10ms; and (d) the interval between successive microsaccades 320 

is longer than 50 ms. 321 

 Extracted micro-saccade events were represented as unit pulses (Dirac delta). Two 322 

complementary analysis approaches were employed. The first involved tallying MS events, 323 
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collapsed across subjects and trials (for more details, see the Results section). The second 324 

approach entailed analysing MS rate time series: For each sound-token, in each participant, 325 

the event time series were summed and normalized by the number of trials and the sampling 326 

rate. Then, a causal smoothing kernel  was applied with a decay 327 

parameter of  ms (Dayan and Abbott, 2001; Rolfs et al., 2008; Widmann et al., 2014), 328 

paralleling a similar technique for computing neural firing rates from neuronal spike trains 329 

(Dayan and Abbott, 2001; see also Joshi et al., 2016; Rolfs et al., 2008). The obtained time 330 

series was then baseline corrected over the pre-onset interval. Due to the low baseline 331 

incidence of microsaccades per participant (roughly 2 events per second) and the small 332 

number of presentations per sound token (n=20; required to prevent perceptual adaptation) a 333 

within-subject analysis was not possible. Mean microsaccade rate time series, obtained by 334 

averaging across participants for each sound token, are used for the analyses reported here. 335 

Robustness is verified using bootstrap resampling (see results).  336 

Correlation analysis 337 

To control for outlier effects, all reported bivariate and partial correlations were 338 

performed using the conservative Spearman’s rank correlation method (two-tailed). The one 339 

exception to this was the direct comparison of MSI- and PDR- based correlations, where we 340 

computed Pearson correlations between crowdsourced salience and the various eye tracking 341 

measures discussed in the results (MSI latency, PDR peak amplitude, PDR derivative peak 342 

amplitude; see defined below). Differences in Pearson correlation coefficients were tested 343 

using the procedures for testing statistical differences between correlations using the 344 

implementation in the R package cocor (Diedenhofen and Musch, 2015). 345 
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Results 346 

(1) Crowdsourced salience ranking yielded a meaningful 347 
and stable salience scale.  348 

Eighteen environmental sounds (see Figure 1A for spectrograms and Figure 1-1 in 349 

the Extended data section for sound files) originally used by Cummings et al. (2006), were 350 

selected for this study. The stimulus set represents the variety of sounds that may be 351 

encountered in an urban acoustic environment, including animal sounds, human non-speech 352 

sounds (kiss, sneeze), musical instrumental sounds, impact sounds (golf ball, tennis, impact, 353 

coins), and an assortment of mechanical sounds (car alarm, alarm clock, camera shutter, 354 

pneumatic drill, lawn mower etc.). All stimuli were 500 ms long and RMS equated.  355 

We obtained salience rankings of this sound set from 911 online participants via the 356 

Amazon Mechanical Turk (MTurk) platform (see Methods). Sounds were presented in pairs, 357 

and participants were required to report which one was ‘more salient or attention-grabbing’. 358 

Over all responses, a small but robust order-of-presentation bias for selecting the 359 

second sound in a pair was observed (t = -9.240, p<0.001; mean probability to choose the  360 

1st sound = 0.47, mean probability to choose the 2nd sound = 0.53). However, because the 361 

order of presentation was counterbalanced across pairs, this bias did not affect the rating 362 

results. 363 

To derive a relative measure of salience for each sound, we counted the proportion of 364 

pairs (collapsed across all data from all participants) on which each sound was judged as 365 

more salient, producing a measure of relative salience ranging between 0 and 1 (Figure 1B). 366 

It is striking that a clear scale of subjective salience can be captured across these 18 brief, 367 

arbitrarily selected, sounds. Variability was estimated using bootstrap re-sampling (1000 368 

iterations), where on each iteration, salience was computed over a subset of the data (see 369 

Methods). The error bars in Figure 1B are one standard deviation from this analysis.  370 
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(2) The crowdsourced salience scale is strongly correlated 371 
with in-lab salience judgements 372 

An in-lab replication was conducted in order to validate the salience scale obtained 373 

from the MTurk experiment. The paradigm was essentially identical, but the experiments 374 

were performed in a lab setting, and under a controlled listening environment. The main 375 

differences were that (1) to reduce test time, the sound set was reduced to 13 sounds 376 

(selected to capture the salience range of the full set and indicated in orange bars, Figure 377 

1B); (2) all participants listened to all sound pairs during an hour-long session.  378 

Because the ‘in-lab’ experiment was designed to mirror the MTurk experiment, the 379 

planned analysis involved collapsing across trials and subjects in the same way as described 380 

above. The in-lab ranking showed a strong correlation with the online ranking (r = 0.857, 381 

p<0.0001; Figure 1C). 382 

The small number of trials per sound-pair (n=4), which was necessary to reduce 383 

perceptual adaptation (and to fit into time constraints), produces rather noisy subject-level 384 

data. Regardless, we attempted to assess the association between MTurk and in-lab rating 385 

on an individual level using a repeated measures correlation analysis (rmcorr package in R; 386 

Bakdash and Marusich, 2017). The results confirmed that subject level correlation with the 387 

MTurk data was significant (Pearson r=0.428, p<0.0001; Spearman r=0.455, p<0.0001), 388 

though, as expected, accounting for noise at the individual subject level resulted in a 389 

decreased explained variance.  Overall, the individual level analysis supports the conclusion 390 

that the group level data can be taken as representative of single subjects. 391 

(3) Crowdsourced salience correlates with acoustic 392 
roughness. 393 

Though the present set of sounds is too small to systematically pinpoint the sound 394 

features that contribute to auditory salience, we sought to understand whether the obtained 395 

‘subjective’ salience scale correlates with several key acoustic features, previously 396 

hypothesized as contributing to salience: 397 



 16 
 
 

We found that, despite the fact that loudness is known to be a prominent contributor 398 

to perceptual salience (Huang and Elhilali, 2017; Kayser et al., 2005; Liao et al., 2016), the 399 

crowdsourced salience scale in the present set did not significantly correlate with loudness 400 

(r=0.428, p=0.078; see Methods for details about the loudness measure). This may be partly 401 

because the level of these sounds was RMS-normalised thus removing some of the larger 402 

differences in loudness between sounds. 403 

Next, we tested the relationship between crowdsourced salience and measures of 404 

salience derived from the model of Kayser et al. (2005). Several relevant parameters 405 

were examined (see Methods). Only correlations with the gradient along the frequency 406 

dimension were significant (Spearman’s r=0.525 p=0.027 for the maximum gradient and 407 

r=0.488, p=0.049 for the mean gradient; for the rest of the comparisons p 0.155), indicating 408 

that perceptual salience may be associated with salience maps in which salient regions are 409 

sparsely spread across the spectrum.  410 

Motivated by previous work (Arnal et al., 2015; Huang and Elhilali, 2017; Sato et al., 411 

2007), we also investigated the correlation between perceptual salience and roughness –a 412 

perceptual quality that is associated with energy in the high end (>30Hz) of the amplitude 413 

modulation spectrum (e.g. Arnal et al., 2015; see methods). Here, the correlation between 414 

crowdsourced salience and roughness yielded a significant effect (r=0.709, p=0.001; Figure 415 

1D), consistent with accumulating evidence that roughness is a major contributor to salience. 416 

(4) Crowdsourced salience correlates with objective 417 
measures from ocular dynamics 418 

Next, we asked whether acoustic salience automatically (i.e. without a remit from a 419 

task) modulates ocular orienting responses. A subset of 16 out of the 18 original sounds (two 420 

sounds, 3 and 9, were excluded due to experimental time constraints) were presented to 421 

naïve, centrally-fixating subjects who listened passively to the sounds, without performing 422 

any task, while their gaze position and pupil diameter were continuously tracked. Sounds 423 
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were presented in random order, and with a random inter-sound interval between 6 and 7 424 

seconds. Overall, each sound was presented 20 times across the experimental session. This 425 

small number of repetitions was chosen so as to minimize potential effects of perceptual 426 

adaptation to the stimuli. The analysis is therefore based on group-level correlations. Re-427 

sampling based analyses were conducted to derive an estimate of the distribution of 428 

correlation strengths in the population. 429 

We analyzed two types of rapid orienting responses: the ‘ocular freezing’ (MSI) 430 

response (Engbert and Kliegl, 2003; Hafed and Clark, 2002; Hafed and Ignashchenkova, 431 

2013; Rolfs et al., 2008) and the pupil dilation response (PDR; Wang et al., 2017; Wang and 432 

Munoz, 2015). We also analyzed the incidence of eye blinks and their possible relationship to 433 

perceptual salience. Eye blinks are a component of the brainstem-mediated startle reflex 434 

(Davis, 1984), hypothesized to reflect an automatic defensive response to abrupt or 435 

threatening stimuli. The startle eye blink response is commonly elicited by loud, rapidly rising 436 

sounds (Blumenthal and Goode, 1991; Knudson and Melcher, 2016) but has been shown to 437 

be sensitive to a range of stimulus manipulations (Blumenthal, 2015, 1988). 438 

The incidence of eye blinks was not correlated with crowdsourced 439 
salience 440 

The incidence of eye blinks was low overall (<10%) and did not significantly correlate 441 

with any of the measures reported here. 442 

                                  FIGURE 4 ABOUT HERE 443 

Measures of pupillary dilation were not correlated with 444 
crowdsourced salience 445 

The temporal evolution of the normalised pupil diameter (the pupil dilation response, 446 

PDR) is presented in Figure 5. The pupil starts to dilate around 0.5 s after sound onset, and 447 

peaks at approximately 1.12 seconds (ranging from 1.02 to 1.33 s). We did not observe 448 

significant correlation between crowdsourced salience rating and any key parameters 449 
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associated with PDR dynamics (see Figure 5C for statistics), including the PDR peak 450 

amplitude and the peak of the PDR derivative (maximum rate of change of the PDR).  451 

                                        FIGURE 5 ABOUT HERE  452 

 453 
 454 

Crowdsourced salience is correlated with microsaccadic inhibition 455 
(MSI)  456 

The microsaccade results are shown in Figure 6. In line with previous demonstrations 457 

(e.g. Rolfs et al., 2008), we observed an abrupt inhibition of microsaccadic activity following 458 

sound presentation. The drop in microsaccade rate begins at ~0.3 s after onset and reaches 459 

a minimum at 0.45 s.  460 

We conducted two different analyses in order to determine the extent to which MSI 461 

differs across sounds. The first approach is based on pooling MS data across trials and 462 

subjects and counting MS events.   We defined a window spanning a 500 ms interval from 463 

200-700 ms after sound onset. This window encompasses the interval before the beginning 464 

of MSI and after it has settled (See Figure 6A; the extent of the interval is also shown in 465 

Figure 6F). We then tallied the MS events for each sound token. This measure correlated 466 

with crowdsourced salience such that more salient sounds were associated with fewer MS 467 

events (= a lower MS rate) within the window (r=-0.627, p=0.009; Figure 6B). As can be seen 468 

in Figure 6B the number of MS events is small overall and the differences between 469 

conditions are narrow, reflecting the low incidence of micro-saccades. The robustness of the 470 

observed correlation was confirmed with bootstrap resampling (see Figure 6C; 5000 471 

iterations; balanced) where on each iteration we selected 30 participants with replacement to 472 

compute the tally. This analysis (Figure 6C) confirmed a negatively skewed distribution of r 473 

values centred around -0.5 (median r=-0.458), with 98.72% of r values smaller than 0 474 

(p=0.013) and a left skewed distribution of associated p values (Figure 6D). This effect was 475 

maintained for windows spanning up to one second from sound onset.  476 
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The MS rate demonstrated a significant correlation with roughness (r=-0.607 477 

p=0.013) but not with loudness (r-0.353 p=0.18). The correlation between MS rate and 478 

crowdsourced salience was no longer significant when controlling for roughness as a 479 

covariate (partial correlation r(13)=-0.350 p=0.201), suggesting that dependence on 480 

roughness is a major contributor to the correlation between MSI and crowdsourced salience. 481 

Next, we aimed to understand more precisely how the dynamics of microsaccadic 482 

inhibition vary with salience by quantifying the MSI latency for each sound. This was 483 

accomplished by computing a MS rate time series for each token (Figure 6E; see methods). 484 

MSI latency was then determined by computing a grand-mean microsaccade rate time series 485 

(averaged across sound tokens; see Figure 6E), identifying its mid-slope amplitude 486 

(horizontal dashed line in Figure 6F), and obtaining the time at which the microsaccade rate 487 

time series associated with each sound token intersected with this value. This latency, 488 

hereafter referred to as the ‘microsaccadic inhibition latency’ (MSI latency), correlated with 489 

the crowdsourced salience rating (r=-0.627, p=0.009; Figure 6G), such that increasing 490 

salience was associated with earlier MSI.  491 

The correlation between MSI latency and crowdsourced salience was significantly 492 

different from the PDR correlations with crowdsourced salience reported above (MSI vs 493 

PDR: z = 2.6369, p = 0.0042; MSI vs PDR derivative: z = 3.0640, p = 0.0011; see Methods). 494 

It was further confirmed that MSI latency did not significantly correlate with blink rates within 495 

the first 500 ms of sound onset (Figure 4C).  496 

FIGURE 6 ABOUT HERE 497 

Additional analyses to confirm effect robustness (Figure 7) used bootstrap resampling 498 

to estimate the stability of the correlation between MSI latency and crowdsourced salience 499 

across the subject pool. This involved computing a distribution of p and r values for sub-500 

group sizes of 30 and 15 subjects (with replacement). We iteratively (5000 iterations) 501 

selected n samples (n=15 or 30) from the full pool of N=30. For each subset, we computed 502 
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the correlation between MSI latency and crowdsourced salience. The distribution of 503 

associated correlation coefficients demonstrated a moderate correlation (median r=-0.5063 504 

for N=15, r=-0.4615 for N=30) between MSI latency and crowdsourced salience. The 505 

distributions of p values are significantly left-skewed (Fisher’s Method; p<0.0001; further 506 

details in the figure)—indicative of a true effect. 507 

 508 

FIGURE 7 ABOUT HERE 509 
 510 

 511 

To determine what acoustic information might have driven the observed 512 

microsaccade effect, we correlated the MSI latency with the measures obtained from the 513 

Kayser et al. (2005) model (see Methods). This analysis revealed no significant correlations 514 

(p 0.203 for all).  515 

We also correlated MSI latency for each sound with roughness and loudness 516 

estimates computed between 0-300 ms (window sizes of 50, 100, 150, 200, 250 and 300 ms) 517 

- e.g., over the interval between sound onset and the average onset time of ocular inhibition. 518 

For loudness, none of the correlations reached significance (p>0.152), This suggests that 519 

though the sounds used had clearly differing distributions of power at onset, this did not 520 

contribute primarily to the correlation with micro-saccadic inhibition. The correlation between 521 

MSI latency and crowdsourced salience was maintained even when controlling for loudness 522 

at onset (0-50 ms window from onset; partial correlation; r(13)=-0.666 p=0.007; same holds 523 

for longer intervals).  524 

In contrast to the lack of a stable link between loudness and MSI latency, a significant 525 

correlation with roughness was present from 250 ms onwards (p 0.028, r -0.547), 526 

confirming the previous observations of a strong link between roughness and MSI rate. The 527 

correlation between MSI latency and salience was no longer significant when controlling for 528 
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roughness as a covariate (partial correlation r(13)=-0.455 p=0.088), suggesting that 529 

dependence on roughness is a major contributor to the correlation between MSI and 530 

crowdsourced salience.  531 

Discussion 532 

The main aim of this work was to understand whether/how ocular orienting responses 533 

in naïve listeners are modulated by acoustic salience. We showed that a crowdsourced 534 

‘subjective’ (i.e. rating based) salience ranking of brief, non-spatial, environmental sounds 535 

robustly correlated with the ocular freezing response measured in naïve, passively listening 536 

participants.  Sounds ranked by a large group of online participants as more salient evoked 537 

earlier microsaccadic inhibition (MSI), consistent with a faster orienting response (Figure 6). 538 

These results establish that information about auditory salience is conveyed to the superior 539 

colliculus (SC), the primary generator of micro saccades, within ~300 ms after sound onset. 540 

That sounds systematically modulated microsaccade activity demonstrates that the 541 

mechanisms which drive microsaccadic inhibition are sensitive to a broad range of salient 542 

events beyond the visual modality.  543 

Crowdsourced Salience 544 

We demonstrated that a robust measure of perceptual salience can be obtained from 545 

a web-based mass-participant experimental platform. Online experimenting is gaining 546 

popularity within cognitive science (see Stewart et al., 2017 for a review), including in the 547 

auditory modality (Woods et al., 2017; Woods and McDermott, 2018). However, there are 548 

various potential drawbacks to this approach relating to lack of control over the participants’ 549 

listening devices and environment. These may be especially severe for perceptual 550 

judgement experiments which demand a high level of engagement from participants. 551 

However, the limitations are offset by important unique advantages, including the opportunity 552 
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of obtaining a large amount of data in a short period of time, and running brief ‘one-shot’ 553 

experiments which are critical for avoiding perceptual adaptation. Furthermore, in the context 554 

of salience, the variability of the sound environment may in fact provide ‘real world’ validity to 555 

the obtained scale. Here we established that despite the various concerns outlined above, 556 

capitalizing on big numbers makes it possible to acquire a stable, informative, salience scale 557 

with relatively minimal control of the listeners and their environment. Indeed, the salience 558 

scale obtained online correlated robustly with in-lab ranking measures as well as with certain 559 

acoustic features previously established as contributing to perceptual salience. 560 

Specifically, we found a strong correlation with ‘roughness’ - the perceptual attribute 561 

that is associated with ‘raspy’, ‘buzzing’ or ‘harsh’ sounds. This correlation arose ‘organically’ 562 

in the sense that the sounds in the present study were not selected to vary across this or 563 

other acoustic dimensions. The link between roughness and salience is in line with previous 564 

reports (e.g. Arnal et al., 2015; Huang and Elhilali, 2017; Sato et al., 2007) which established 565 

a clear role for this feature in determining the perceptual prominence of sounds. Most 566 

recently this was demonstrated in the context of the distinctiveness of screams (Arnal et al., 567 

2015; though Arnal et al. used the term ‘fearful’ as opposed to ‘salient’ in their experiments).   568 

Kayser et al. (2005) have proposed a model for auditory salience, inspired in its 569 

architecture by the well-established model for visual salience (Itti and Koch, 2001). We found 570 

limited correlation between the parameters derived from that model and the present 571 

crowdsourced scale. This is possibly because the Kayser model is better suited to capturing 572 

‘pop-out’-like saliency, associated with attentional capture by an object which stands out from 573 

its background. Instead here we focused on brief sounds reflecting single acoustic sources. 574 

 It is important to stress that the present sound set is too small for an extensive 575 

exploration of the features that might drive perceptual salience. Roughness likely stood out 576 

here because of the primacy of that feature and because our sounds spanned a large 577 

enough roughness range (Figure 3).  The robustness of the crowdsourced judgements 578 



 23 
 
 

suggests that a similar crowd-sourcing approach but with a larger, and perhaps more 579 

controlled, set of sounds may reveal other relevant sound features. In particular, recent 580 

advances in sound synthesis technologies make it possible to systematically and 581 

independently vary acoustic features towards a controlled investigation of acoustic salience.  582 

Acoustic salience did not modulate pupil responses 583 

The pupil dilation response (PDR) indexes activity within the LC-norepinephrine 584 

system (Aston-Jones and Cohen, 2005; Joshi et al., 2016), which is proposed to play a key 585 

role in controlling global vigilance and arousal (Sara, 2009; Sara and Bouret, 2012). In 586 

previous work that reported an association between the PDR and sound salience, the 587 

dominant driving feature for the correlation was loudness (Huang and Elhilali, 2017; Liao et 588 

al., 2016). In contrast, differences along this dimension were minimized in the present stimuli 589 

to allow us to focus on subtler, but potentially behaviourally important, contributors to 590 

perceptual salience. Our failure to observe a modulation of the PDR by salience suggests 591 

that, at least in the context of auditory inputs, pupil dilation may reflect a non-specific arousal 592 

response, evoked by stimuli which cross a certain salience threshold. This account is 593 

consistent with the relatively late timing of the PDR (peaking about 1 sec after sound onset) 594 

thereby potentially reflecting a later stage of processing than that captured by microsaccades 595 

(see below). 596 

Microsaccadic inhibition (MSI) is a correlate of acoustic 597 
salience 598 

We revealed a robust correlation between MSI latency and crowdsourced salience: 599 

Sounds judged by online raters as more salient were associated with a more rapid (Figure 600 

6G) and extensive (as reflected by decreased incidence; Figure 6B) inhibition of 601 

microsaccadic activity. The effect arose early – from roughly 350 ms after sound onset, 602 

pointing to fast underlying circuitry. Correlation analyses indicated that the bulk of this effect 603 

is driven by a correlation with roughness, suggesting that this information is computed 604 

sufficiently early to affect the body’s automatic re-orienting response.  605 
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The brain mechanisms which respond to acoustic roughness are poorly understood. 606 

Response signatures have been observed in both auditory cortical and subcortical areas 607 

(e.g., Schnupp et al., 2015), including the amygdala—a key brain centre for fear/risk 608 

processing (Adolphs et al., 1995; Arnal et al., 2015; Bach et al., 2008; Ciocchi et al., 2010; 609 

Nader et al., 2000) . Arnal et al (2015) reported that the amygdala, but not auditory cortex, 610 

exhibited specific sensitivity to temporal modulations within the roughness range. This was 611 

interpreted as suggesting that rough sounds activate neural systems associated with the 612 

processing of danger. The present findings, demonstrating an association between 613 

salience/roughness and rapid orienting responses, are consistent with this conclusion.  614 

Microsaccades are increasingly understood to index an active attentional sampling 615 

mechanism which is mediated by the SC (Hafed et al., 2015; Krauzlis et al., 2018; Rolfs, 616 

2009; Rucci and Poletti, 2015; Wang and Munoz, 2015). Accumulating work suggests that 617 

MS occurrence is not automatic but rather modulated by the general state of the participant 618 

and by the availability of computational capacity, such that microsaccade incidence is 619 

reduced under high load (Dalmaso et al., 2017; Gao et al., 2015; Widmann et al., 2014; 620 

Yablonski et al., 2017). MSI is an extreme case for such an effect of attentional capture on 621 

ocular dynamics, interpreted as reflecting an interruption of ongoing attentional sampling so 622 

as to prioritize the processing of a potentially important sensory event. The dominant account 623 

for MSI is that sensory input to the SC causes an interruption to ongoing activity by disturbing 624 

the balance of inhibition and excitation (Rolfs et al., 2008). Previously reported effects of 625 

visual salience on MSI (Bonneh et al., 2015; Rolfs et al., 2008; Wang et al., 2017) were 626 

therefore interpreted as indicating that visual salience may be coded at the level of the SC 627 

(see also Mizzi and Michael, 2014; Veale et al., 2017; White et al., 2017a, 2017b). We 628 

showed that the perceptual salience of sounds also modulates this response, consistent with 629 

a well-established role for the SC as a multi-sensory hub (Meredith et al., 1987; Meredith and 630 

Stein, 1986; Wallace et al., 1998; Wang et al., 2017). Importantly, this effect was observed 631 
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during diotic presentation—sounds did not differ spatially and were perceived centrally, within 632 

the head.  633 

The present results thus suggest that an investigation of SC responses to sound may 634 

provide important clues to understanding auditory salience. There is evidence for projections 635 

from the auditory cortex to the SC (Meredith and Clemo, 1989; Zingg et al., 2017) which 636 

might mediate the effects observed here, or they may arise via a subcortical pathway with 637 

the IC (e.g. Xiong et al., 2015), or the amygdala, as an intermediary.  638 

Finally, the present experiments focused on the salience of brief sounds presented in 639 

silence. However, the ongoing context within which sounds are presented is known to play a 640 

critical role in determining their perceptual distinctiveness (Leech et al., 2007; Krishnan et al., 641 

2012; Kaya and Elhilali, 2014; Sohoglu and Chait, 2016; Southwell and Chait, 2018). In the 642 

future, the paradigm established here can be easily expanded to more complex figure-643 

ground situations or to tracking salience within realistic sound mixtures. A further question 644 

relates to understanding whether ocular dynamics reflect perceptual salience primarily linked 645 

to basic, evolutionary-driven sound features such as roughness or whether they can also be 646 

modulated by arbitrary sounds endowed with salience via association or reinforcement (e.g. 647 

ones’ mobile ring tone).   648 
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 825 

Figure Legends 826 

 827 
Figure 1: Crowdsourced ‘subjective’ salience rating for brief environmental sounds. (A) 828 
Spectrograms for all 18 sounds are displayed in order of ranking in (B). See Figure 1-1 in the 829 
Extended Data section for sound files. (B) Crowdsourced rating collected from MTurk 830 
(N=911). The sounds used in the in-lab replication are indicated by orange-coloured bars. 831 
Error bars are one standard deviation from bootstrap resampling. See Figure 1-2 in the 832 
Extended Data section for details of the instructions to online participants and MTurk page 833 
layout. (C) Crowdsourced salience rating is strongly correlated with the in-lab salience 834 
ranking. The dashed line indicates identical ranks (D) Crowdsourced salience rating is 835 
strongly correlated with acoustic ‘roughness’. All correlations are conducted using the 836 
Spearman rank method. 837 
 838 
Figure 2: MTurk task data. (A) Distribution of time spent on each HIT (‘human intelligence 839 
task’). (B) Distribution of number of HITs completed per worker.  840 
 841 
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Figure 3: To estimate the range of ‘roughness’ values we might expect to encounter in the 842 
environment, we quantified roughness (see methods) for a large set of diverse natural 843 
sounds (N=274; sound duration = 500ms to match that in the present experiment) from set 844 
previously used in (Dick et al, 2002; Saygin et al, 2005).  This information is presented in 845 
histogram form (grey bars). Roughness values for the sounds used in the present study are 846 
indicated by black diamonds. We also include roughness calculated for the scream sounds 847 
from Arnal et al, (2015; red diamonds). This analysis confirms that the set of sounds we used 848 
spans the range of roughness obtained from a diverse set of environmental sounds. The 849 
sounds at the top of the roughness range in our set, overlap with the roughness range 850 
defined by the scream sounds from Arnal et al (2015). 851 

 852 
Figure 4: The incidence of eye blinks (= proportion of trials containing any blinks in the initial 853 
500ms after sound onset per condition across subjects). The blink rate was not correlated 854 
with (A) the crowdsourced salience rating, (B) loudness or (C) microsaccadic inhibition 855 
latency. All correlations are conducted using the Spearman rank method. 856 
 857 
Figure 5: Measures of pupillary dilation are not correlated with crowdsourced salience. (A) 858 
The PDR obtained from the full group (N=30). The solid lines represent the average 859 
normalized pupil diameter as a function of time relative to the onset of the sound. The line 860 
color indicates the MTurk salience ranking; more salient sounds are labelled in increasingly 861 
warmer colors. The solid black line is the grand-average across all conditions. The dashed 862 
line marks the peak average PDR. (B) The PDR derivative. The bottom panel shows the 863 
correlations (n.s.) between crowdsourced salience and peak PDR amplitude (left) and 864 
maximum of PDR derivative (right). None of the effects were significant. A similar analysis 865 
based on sound-token specific peaks (as opposed to based on the grand average) also did 866 
not yield significant effects. All correlations are conducted using the Spearman rank method. 867 
 868 
Figure 6: Microsaccadic inhibition (MSI) is correlated with crowdsourced salience. (A) Raster 869 
plot of microsaccade events (pooled across all participants) as a function of time relative to 870 
sound onset. The Y axis represents single trials; each dot indicates the onset of a 871 
microsaccade. Trials are grouped by sound-token and arranged according to the MTurk-872 
derived salience scale (increasingly hot colors indicate rising salience). The region of 873 
microsaccadic inhibition, between 0.2 and 0.7 second post-sound onset, is highlighted with a 874 
black rectangle. (B) Over this time interval, the MS rate (number of MS events per second) is 875 
correlated significantly with the crowdsourced salience rating. The result of bootstrap 876 
resampling is shown as (C) the distribution of correlation coefficients and (D) the distribution 877 
of associated p values. The vertical red dashed line indicates p=0.05. (E) Average 878 
microsaccade rate time-series for each sound (F) focusing on the MSI region. The solid black 879 
curve is the grand-average MS rate across all sound tokens. MSI commences at 880 
approximately 0.3-seconds post sound onset (open circle) and peaks around 0.45 seconds 881 
(solid black circle). The horizontal dashed line indicates the mid-slope of the grand average 882 
(amplitude = -0.04 a.u., time = 0.37 s). Black crosses mark the time at which the response to 883 
each sound intersects with this line, as a measure of MSI latency. (G) shows the correlation 884 
between these values and the crowdsourced salience rating. All correlations are conducted 885 
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using the Spearman rank method. Note identical correlation values in G and B are a chance 886 
occurrence (the two analyses are independent).  887 
 888 
Figure 7: Estimation of the stability of the correlation between MSI latency and 889 
crowdsourced salience. (Left) Distribution of the Spearman correlation coefficients derived 890 
from re-sampling analyses with sub-group sizes of 15 or 30 participants. In both cases the 891 
distribution peaks around r=-0.5. (Right) Distribution of the p values associated with each N. 892 
The red vertical dashed line indicates p=0.05. A uniform distribution is expected under the 893 
null. The left skewed pattern observed here indicates a true effect. Skewness was formally 894 
confirmed by a X2 test on p values <0.05 (n=30: X2(1066)=1405.42, p<0.0001; n=15: 895 
X2(748)=903.2, p<0.0001). 896 

  897 
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Extended Data 898 

Figure 1-1: Sound files for the stimuli used in this study. 899 
 900 
 901 
 902 
Figure 1-2: An example of a HIT (‘human intelligence task’) page used in the crowd-sourcing 903 
experiment. 904 
















