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ABSTRACT

The lateral (LA) and basolateral (BL) nuclei of the amygdala regulate emotional behaviors. Despite their dissimilar extrinsic connectivity, they are often combined, perhaps because their cellular composition is similar to that of the cerebral cortex, including excitatory principal cells reciprocally connected with fast-spiking interneurons (FSIs). In the cortex, this microcircuitry produces gamma oscillations that support information processing and behavior. We tested whether this was similarly the case in the rat (males) LA and BL using extracellular recordings, biophysical modeling, and behavioral conditioning. During periods of environmental assessment, both nuclei exhibited gamma oscillations that stopped upon initiation of active behaviors. Yet, BL exhibited more robust spontaneous gamma oscillations than LA. The greater propensity of BL to generate gamma resulted from several microcircuit differences, especially the proportion of FSIs and their interconnections with principal cells. Furthermore, gamma in BL but not LA regulated the efficacy of excitatory synaptic transmission between connected neurons. Together, these results suggest fundamental differences in how LA and BL operate. Most likely, gamma in LA is externally driven whereas in BL, it can also arise spontaneously to support ruminative processing and the evaluation of complex situations.

SIGNIFICANCE STATEMENT: The basolateral amygdala (BLA) participates in the production and regulation of emotional behaviors. It is thought to perform this using feedforward circuits that enhance stimuli that gain emotional significance and directs them to valence-appropriate downstream effectors. This perspective overlooks the fact that its microcircuitry is recurrent and potentially capable of generating oscillations in the gamma band (50-80 Hz), which synchronize spiking activity and modulate communication between neurons. This study found that BLA gamma supports both these processes, is associated with periods of action selection and environmental assessment irrespective of valence, and differs between BLA subnuclei in a manner consistent with their heretofore unknown microcircuit differences. Thus, it provides new mechanisms for BLA to support emotional behaviors.
INTRODUCTION

Accumulating evidence indicates that gamma oscillations support the contributions of basolateral amygdala nuclei (BLA) to emotional behaviors. Emotionally arousing stimuli and contexts, whether conditioned or unconditioned, enhance gamma oscillations in the BLA (Pagano and Gault, 1964; Oya et al., 2002; Luo et al., 2007, 2009; Courtin et al., 2014; Amir et al., 2018). BLA gamma increases during the consolidation of aversive or appetitive memories (Kanta et al., 2019). Boosting or attenuating BLA gamma after training enhances or impairs subsequent memory strength (Huff et al., 2013; Kanta et al., 2019). Gamma oscillations entrain the activity of principal BLA neurons (PNs) more strongly than all other rhythms, causing them to fire in a more synchronized manner, while having little impact on their overall firing rates (Amir et al., 2018). Finally, the BLA contains PNs reciprocally connected with fast spiking interneurons (FSIs) in a manner that is conducive to gamma generation through the pyramidal-interneuron network gamma mechanism (PING; Whittington et al., 2000).

Although these results suggest that gamma supports BLA’s contribution to emotional behaviors, questions remain. Chief among them is whether the gamma observed in prior studies were related to emotional behaviors or the stimuli that triggered them. Indeed, conditioning paradigms typically constrain behavior to a single conditioned response (CR; e.g. freezing), giving the impression that conditioned stimuli (CSs) reflexively trigger CRs when in reality that is all the experimental conditions allow. Since conditioning increases the probability that a CS will elicit the obligatory CR and the two are temporally contiguous or overlapping, it remains unclear whether gamma oscillations support sensory processing, behavioral selection, or other cognitive processes.

Since the connections of the lateral (LA) and basolateral (BL) subnuclei of the BLA differ, it is even possible that gamma supports sensory processing in LA and motor selection in BL. LA is the main recipient of sensory afferents from the thalamus (LeDoux, 2000; Sah et al., 2003) and BL has prominent reciprocal connections with the prefrontal cortex (McDonald, 1991) and hippocampus (Pitkänen et al., 2000) as well as direct projections to the striatum (Kita and Kitai, 1990). In addition, there is reason to
expect that the mechanisms underlying the genesis of gamma differ between the two nuclei. Parvalbumin-expressing (PV) interneurons (a majority of which are FSIs; Woodruff and Sah, 2007), whose reciprocal interactions with PNs play a critical role in gamma genesis (Buzsaki and Wang, 2012), are less numerous in LA than BL (Smith et al., 1998; McDonald and Mascagni, 2001).

Therefore, the present study seeks to determine whether gamma oscillations are associated with the receipt of CSs or the emission of CRs and to compare the mechanisms underlying the genesis of gamma oscillations in LA and BL. To this end, we obtained simultaneous single unit and local field potential (LFP) recordings in rats engaged in a recently introduced task (Risk Reward Interaction – RRI–task; Kyriazi et al., 2018; 2020), where variations in the type and latency of CRs facilitate dissociation of neuronal events linked to CSs vs. CRs. To gain further insights into the role of the microcircuitry underlying gamma generation, we also developed biophysical network models of LA and BL constrained by our data.

**MATERIALS AND METHODS**

Experimental manipulations were conducted in compliance with the Guide for the Care and Use of Laboratory Animals and with the approval of the Institutional Animal Care and Use Committee of Rutgers University. Experiments were conducted in 11 Long Evans rats (300–350 g, adult males; Charles River Laboratories, RRID: RGD_2308852) that were maintained on a 12 h light/dark cycle and were housed individually. Before any procedure, rats were habituated to the animal facility for ≥7 days and then to handling 15 min daily for ≥3 days.

There were two groups of rats. In the first (n=8), rats were first trained on the RRI task, then implanted with silicon probes and, ≥7 days after the surgery, retrained on the task. Recordings began when their performance reached pre-surgical levels (see below). In order to examine learning-dependent changes in gamma oscillations and perform current-source density analyses, three additional rats were
first implanted with silicon probes and then trained on the task.

**Risk Reward Interaction Task**

The apparatus consisted of a rectangular arena (90 x 30 cm) with walls (60 cm) but no ceiling. Metal bars (0.5 mm) spaced 8 mm, served as floor. The floor was divided into three sectors (30 x 30 cm), each with light-emitting diodes (LEDs) underneath. At both ends of the arena, mounted on the walls, was a water port with a LED behind it. LED activation, delivery of water through the water ports, or of footshocks in each floor sector (0.4 mA, 10 s) was controlled by a programmable microcontroller (Arduino, SparkFun, Niwot, CO).

Activation of a LED for 20 sec (CS-R) behind the active water port signaled availability of a water reward (60 µl). The reward was delivered 10 sec after the onset of the CS-R via a dipper which withdrew at CS-R offset. Likewise, activation of a LED (20 sec) located below one of the floor sectors (CS-S) signaled that a mild footshock would be delivered through the floor of the corresponding sector 10 sec after the onset of the CS-S. The CS-S and shock ended simultaneously. If rats were in the shock sector at CS-S onset, they could avoid the shock by moving to a different sector within 10 sec of CS-S onset. If they were not in the shock sector at CS-S onset, they could passively avoid the shock. A video camera located above the apparatus recorded behavior at 29.97 frames/s. During task performance, white noise masked ambient sounds.

Before training in the RRI task, rats were placed on a water restriction protocol while ensuring that they remained at ≥85% of their initial body weight. Water restriction consisted of six consecutive days of restriction followed by one day of continuous access to water. Experiments were conducted during the light cycle.

On the day before the start of training, rats were habituated to the arena for 1 h. During this habituation session, the white noise source was turned on but no CS, rewards, or shocks were administered. During the first two days of training, rats received two 15-min training sessions (6 CS-R
trials, 9 CS-S trials) separated by 4 to 6 hours. Once animals learned to avoid the shock, sessions were extended to one hour (26 reward trials; 39 shock trials). Training continued on through days 3 to 7 at which point rats generally reached ≥ 80% correct performance on all trial types combined.

Surgical procedures

Rats were implanted with silicon probes aimed at the BLA before (n=3) or after (n=8) training on the RRI task. Prior to and during this procedure, rats were anesthetized with isoflurane. They were administered atropine sulfate (0.05mg/kg, I.M.) to aid breathing. They were placed in a stereotaxic apparatus with nonpuncture ear bars. The scalp was injected with a local anesthetic (bupivacaine, S.C.) and, 15 min later, an incision was made to expose the skull. A craniotomy was performed over the amygdala. One of two types of silicon probes (described below) was attached to a microdrive and aimed dorsal to the BLA (coordinates in mm relative to bregma: AP -2.2 to -3.6, ML 5.2, DV 6.0). Rats were allowed 1-2 weeks to recover from surgery, at which point recordings began. The probe was gradually lowered between recording sessions.

For animals implanted after reaching behavioral asymptote, the three types of silicon probes used were Buzsaki32L (n=3 rats), Buzsaki64L (n=1 rat), and a custom-designed probe (n=4 rats). The Buzsaki32L and 64L probes respectively consisted of four and eight shanks spaced 200 μm apart. Recording sites were arranged in a tight ‘V’ shaped pattern at the tip. The custom-designed probe had 4 shanks with 16 channels on each shank arranged in a tetrode formation. Each tetrode was 333 μm from the neighboring tetrode and the inter-shank distance was 250 μm. For the animals implanted prior to training, we used silicon probes with an 8x8 grid of recording sites, with 8 shanks and 8 recording sites per shank. Shanks were spaced 200 μm apart, and recording sites were distributed linearly along the shank also with 200 μm spacing. All probes were manufactured by Neuronexus (Ann Arbor, MI).
**Behavioral Analyses**

To track the rat’s position and head direction during the task, red and green LEDs were fixed to the rostral and caudal ends of the headcaps, respectively. The midpoint between the red and green LEDs indicated the head position whereas the angle between the midpoint and the red LEDs relative to the apparatus indicated the head direction. Behavior was analyzed using a custom-made graphical user interface (GUI) in MATLAB (The MathWorks, Inc., Natick, Massachusetts, U.S.A). Behavior onset and end times were defined by indicating the first and last video frame when rats initiated and ended a behavior. For instance, the initiation of active avoidance corresponded to the first video frame when rats began to escape from the lit sector. The end of active avoidance was defined as the first video frame when rats concluded the avoidance behavior. We considered five behaviors, namely active avoidance, passive avoidance, freezing, reward approach, and reward anticipation.

**LFP processing, unit recordings and clustering**

Recordings were obtained using 64 channel digitizing headstages (Intan Technologies, Los Angeles, CA) that sampled at 30 kHz and stored on a hard drive. A high pass filter was applied, followed by a median filter (window size of 1.1 ms). Spikes were extracted with a threshold. Using KlustaKwik (http://klustakwik.sourceforge.net/), principal component analysis was applied on the action potentials and the first three components were clustered. Then, using Klusters (Hazan et al., 2006), spike clusters were perfected manually. To reliably separate clusters, we computed auto-correlograms and cross-correlograms. Auto-correlograms were required to exhibit a refractory period ≥ 2 ms. A refractory period in the cross-correlograms indicated that the same unit was shared between clusters. Units with unstable spike shapes were excluded.

To determine the duration of action potentials, we selected the channel with the highest peak-to-trough amplitude and measured the interval between peak and trough (Barthó et al., 2004). BLA cells were classified as presumed PNs or FSIs using two criteria: baseline firing rates and spike duration. BLA...
cells firing at <6 Hz and spike duration >0.55 ms were classified as PNs, cells firing ≥ 6 Hz and with spike durations ≤ 0.55 ms were classified as FSIs. Cells that did not meet the criteria for PNs or FSIs were not considered further. STR units were classified into FSIs or medium spiny neurons based on spike duration (trough-to-peak interval) and distribution of interspike intervals. According to Berke (2008), neurons with less <2% of their interspike intervals >1 s were classified as FSIs. The trough-to-peak duration used for STR units was the same as for BLA cells (0.55 ms). Cells that met only one of the two criteria were not considered further. The inter-spike interval distribution indicated that very few spikes were separated by less than the refractory period (Hill et al., 2011). That is, 2.5, 50, and 97.5 percent of inter-spike intervals were less than 4, 13, and 92 ms, respectively. The signal-to-noise distribution (Joshua et al., 2007) at 2.5, 50, and 97.5 percentiles was 1.05, 4.88, and 13.44, respectively.

**Extracellular recording analyses:**

*Local field potential processing:* For LFPs, the raw extracellular signal from each cluster of recording sites (Buzsaki32L or 64L, 8 in a ‘V’ configuration, 4 in a tetrode configuration for the custom probe, or single sites on the 8x8 probe) was extracted by taking the median LFP signals. This signal was low pass filtered (acausal, butterworth, 300 Hz cutoff) and then down sampled to 1000 Hz. To obtain current source density (CSD) estimates from subjects with the 8x8 silicon probes, we used the inverse CSD (Łęski et al. 2011). In contrast to traditional CSD approaches that use the second spatial derivative of regularly spaced recording electrodes, the inverse CSD method instead creates a matrix that relates a set of recorded potentials to underlying current sources based on the positions of the electrodes. Inverting this equation yields the predicted current sources. In addition, a spline-based smoothing fit is applied to reduce spatial noise.

*Spectral analyses:* Spectral analyses were performed using wavelet decomposition. A family of complex morlet wavelets (sigma=5) spanning 1 to 256 Hz in ¼ octave steps were convolved with the LFP signals and corrected for inflation of amplitude at higher frequencies (Torrence and Compo, 1998).
This yielded spectrograms that covered the entire recording session, sampled every millisecond. Converting the spectrogram to amplitudes was performed by taking the absolute value of the complex spectrogram, while the phase was derived from its angle. To calculate the deviation from $1/f^x$, we log-transformed the amplitude and performed a linear fit to that curve. Subtracting the fitted line revealed the percent change of the spectrum from $1/f^x$.

During trials, the interval between the onset of the CSs and behavioral responses varied. To average spectrograms across trials without blurring the different behavioral periods we interpolated each trial’s spectrogram so that there were 20 time points within each behavioral epoch. This was done by dividing the start and stop periods of a behavioral epoch into 20 time bins, and then obtaining the average spectral power at each frequency for each time bin. The temporally interpolated trials of the same type (e.g. freezing followed by active avoidance) were averaged together for each electrode within a session.

**Relationship between unit activity and field potentials:** To determine the coordination between LFP gamma and spiking, each spike was associated with the nearest time point in the wavelet spectrogram. The gamma amplitude associated with each spike was taken from the mean spectral amplitude between 53 and 76 Hz. The same was done for the phase, except that we calculated the circular mean. To restrict our analyses to periods with gamma bursts, we only analyzed spikes occurring when gamma power exceeded the 50th percentile. To estimate a neuron’s entrainment to gamma phase, 1000 spikes were extracted at random, the corresponding gamma phase of each spike was determined, and the pair-wise phase consistency index (PPC; Vinck et al., 2010) was calculated for this list. LFP data was obtained from an electrode at least 200 µm away from the site where the single unit was recorded to avoid spike waveform contamination of phase estimates. When multiple sites were equally close, we performed the aforementioned calculations on each site and averaged the results.

**Spike cross-correlation analyses:** Single units recorded during the same session were subjected to cross-correlation analyses to identify putative monosynaptic connections. Spikes were sampled from the ITI period, to avoid spurious correlations induced by task-related activity. Cross-correlation
functions were calculated over a ±40ms window with 0.33ms bins. To account for biases introduced by the limited duration of each ITI period (<30s) that inflate the spike coincidence counts near the center of the cross-correlation function, we trimmed spikes from the reference unit at the edges of ITI periods (Stark and Abeles, 2009).

Sharp peaks or troughs in the cross-correlation function near, but not at, 0 ms lag, may be indicative of monosynaptic connections. To test this, one wants to rule out that slow fluctuations in spike coincidences or the poisson nature of spiking activity drive the observed peak. To estimate those contributions, we used a convolution strategy (Stark and Abeles, 2009), which was recently validated with ground truth measures of synaptic connections (English et al., 2017). For excitatory connections, we used a hollowed gaussian convolution kernel with a standard deviation of 3 ms, while for inhibitory connections the standard deviation was 10 ms (inhibition tends to be less sharp than excitation). At each time lag, the probability of the observed number of coincidences was estimated from the distribution expected from a poisson process that had a rate equal to the convolved cross-correlation. Excitatory peaks were classified as putative monosynaptic excitatory connections if the p-value was below 0.01 for at least two adjacent time bins (0.66 ms), and with a lag between 1 and 6 ms. Inhibitory troughs were classified as putative monosynaptic inhibitory connections if the p-value was below 0.05 for at least three adjacent time bins (1 ms) and had a lag between 1 and 10 ms.

For pairs of units with putative excitatory monosynaptic connections, we estimated the effect of gamma phase on connection strength. Spikes from the postsynaptic unit were sorted based on whether they occurred during the peak or trough of the gamma cycle. Separate cross-correlation functions (same procedure as above) were calculated for these two groups along with all the spikes from the presynaptic unit. Sampling spikes based on the phase of gamma can introduce artificial periodicities in the cross-correlation function, which can be eliminated by deconvolving, in the frequency domain, the cross-correlation function with the autocorrelation functions from both the pre- and postsynaptic units.
(Rosenberg et al., 1989; Headley and Weinberger, 2013). Once corrected, the peak in the cross-correlation function was measured as a proxy for effective connection strength.

**Histology**

At the conclusion of the experiments, rats were anesthetized with isoflurane. Small electrolytic lesions (10 μA for 16 s) were made on either the most ventral or dorsal electrodes, alternating between shanks, to ensure that the different shanks could be easily distinguished. Rats were then perfused-fixed transcardially, their brains extracted and cut on a freezing microtome. Brain sections (80 μm) were counterstained with thionin. Only cells determined histologically to have been recorded in the STR or BLA were considered.

**Computational models of LA and BL**

The biophysical models for LA and BL each had 27,000 multi-compartment neurons, and were adapted from our recent model (Feng et al., 2019). Here we provide only salient aspects of the models and the adaptations.

**Single cell models:** Biophysical single cell models were developed using the Hodgkin-Huxley formulation and a segregation technique (Alturki et al., 2016). The PN model has 3 compartments and 16 segments in total (soma with one segment, diameter, 15 μm and length 15 μm; apical dendrite with 8 segments, diameter, 3 μm and length, 270 μm; proximal dendrites with 7 segments, diameter 5 μm and length, 555 μm). The PNs had either high (Type-A) or low (Type-C) spike frequency adaptation in LA and BL. The FSI model had two compartments (soma with one segment, diameter, 15 μm and length 15 μm; dendrite with one segment, diameter, 10 μm and length, 150 μm). Active and passive membrane properties for both types were matched to biological estimates (Faber et al., 2001; Sah et al., 2003).

**Network size and cell type proportions:** To reproduce the real neuron density in LA and BL nuclei, the size of the region was reduced from 1.4×1.4×1.4mm³ in Feng et al. (2019) to 0.6×0.6×0.6mm³.
for both models, keeping the cell numbers the same at 27,000. This resulted in a cell density of $1.25 \times 10^5$ neurons/mm$^3$, in the middle of the range from $2.5 \times 10^4$ to $2 \times 10^5$ neurons/mm$^3$ reported in rats (Tuunanen and Pitkanen, 2000; Salm et al., 2004; Pego et al., 2008; Rubinow and Juraska, 2009; Chareyron et al., 2011). Proportions of cell types were determined from experimental data. In LA, the composition was 89% PNs and 11% FSIs, and BL had 82% PNs and 18% FSIs; types A and C were in the ratio 64:26 in both models.

Intrinsic connections: The PN$\rightarrow$PN, PN$\rightarrow$FSI and FSI$\rightarrow$PN chemical synaptic connections in both models were revised from those in Feng et al. (2019) and now follow distance-dependent connection probabilities based on our new in vivo experimental data. Chemical and electrical synaptic connections for FSI$\rightarrow$FSI in both models were the same as that in Feng et al. (2019). Axonal conduction delays on all connections were distance dependent. Synaptic parameters such as conductances, time constants, and weight distributions were kept identical for both models. See Table 1 for details.

Modeling of afferent drive and membrane fluctuations: Each model neuron received an extrinsic afferent in the form of a single independent Poisson input with mean frequency of 2 Hz. To reproduce membrane potential fluctuation seen in vivo, a point conductance model was implemented in each single cell model using an Ornstein–Uhlenbeck process (Destexhe et al., 2001). Point-conductance parameters for LA and BL were separately tuned to match experimental firing rates. For the hybrid models that explored the contribution of different microcircuit features to gamma genesis, point-conductance parameters were retuned to achieve correct firing rates. Parameters for afferent drive and point-conductance model are listed in Tables 2 and 3.

Modeling the LFP: The extracellular potential (LFP) was modeled using the line source approximation method (Parasuram et al. 2016), with the electrode at the center of each model. To have a realistic neuron density with 27,000 modeled neurons, we sacrificed the model volumes of LA and BL by reducing them to $0.216 \text{ mm}^3$ ($0.6 \times 0.6 \times 0.6 \text{ mm}^3$), while these volumes in actual rats were reported to be $\sim 1.2 \text{ mm}^3$ (Chareyron et al., 2011). Therefore, our models included fewer cells than in reality.
However, for computing the LFP, such disparity cannot be neglected. To correct for this, we multiplied the LFP by a scaling factor derived using a method adapted from Linden et al. (2011). For the LA and BL models respectively, we first systematically calculated different LFP amplitudes from different spherical volumes of neurons in the model, with radius spanning from 100 to 360 µm at 20 µm steps. 360 µm was the equivalent spherical radius for the entire model structure. The scaling index was found by fitting a power law (Radius^x, optimize x) between radius and LFP amplitude. Using this equation, the LFP scaling factor to compensate for our model’s reduced size can be derived using an approximation of the actual LA and BL volumes, which is a sphere with a 660 µm radius. This resulted in the LFP scaling factors for LA and BL of 1.43 and 1.47, respectively. Note that the lower value of the scaling factor for LA was caused by less synchronization of neuronal activity.

**Model implementation:** We used the NEURON 7.6 simulator (Carnevale and Hines, 2005) for all our models. All simulations were run with a time step of 50 µs. Network models were run using the NeuroScience Gateway (NSG; www.nsgportal.org; Sivagnanam et al., 2013), and the Extreme Science and Engineering Discovery Environment (XSEDE, through allocation ID TG-IBN190005). Results were obtained by averaging five runs, each with varying random seeds for generating intrinsic connectivity, synaptic weights and membrane fluctuation noise.

**Quantifying model properties:** To measure gamma strength in the model, a 1/f^x curve was fit to the power spectrum based on values ≥20Hz, and the difference between the log transformed original and fitted spectrums obtained. A difference of logs is equivalent to division, so the difference from 1/f^x is expressed as percent deviation from 1/f^x. To account for the significant differences in power levels when comparing between BL and LA cases, we scaled percent deviation from 1/f^x appropriately. The scale factor S was calculated as S=N/D, with denominator D=(spectral power in LA+spectral power in BL at that frequency), and numerator N = (spectrum power at that frequency for LA or BL, depending on the case considered). The Full Width Half Maximum measure was applied to the percent deviation gamma spectrum curve.
We calculated CV of the firing rate (FR) of all FSIs using the equation: \( CV_{\text{FSI FR}} = \frac{\sigma}{\mu} \), where \( \sigma \) is the standard deviation, and \( \mu \) is the mean. For the PN\( \rightarrow \)FSI, FSI\( \rightarrow \)PN and FSI\( \rightarrow \)FSI connections as a group, we used the fact that CVs for the individual cases can be summed since they were independent and followed approximate normal distributions. Using the same notation as in the previous equation, the CV for all connections as a group can be computed as:

\[
CV_{\text{conn}} = \sqrt{\frac{\sigma_{\text{PN\rightarrow FSI}}^2 + \sigma_{\text{FSI\rightarrow PN}}^2 + \sigma_{\text{FSI\rightarrow FSI}}^2}{\mu_{\text{PN\rightarrow FSI}} + \mu_{\text{FSI\rightarrow PN}} + \mu_{\text{FSI\rightarrow FSI}}}}
\]

**Statistical analyses**

Unless otherwise specified, data are reported as means with bootstrap estimated standard errors. All t-tests were two-sided, while F-tests were one-sided. Depending on the type of data, different procedures were used to assess statistical significance, as indicated below. Note that for the results of permutation tests, we only report the probability of the observed data with respect to the permuted distribution. The reason for this is that degrees of freedom are not meaningful in permutation tests since the probability distribution is derived ‘empirically’ (via a resampling scheme), and does not conform to any particular parametric probability distribution, which calculate the probability as a function of effect size and degrees of freedom (e.g. Student’s T, Chi Square, etc.). Thus, permutation tests cannot be described in terms of degrees of freedom or effect size. The only relevant information is the permutation scheme and the probability that the permuted distribution generated the observed data point, both of which we report. For all other analyses, we also provide the sample sizes (e.g. number of recording sites, single units), degrees of freedom, effect sizes.
Differences between spectrums and spectrograms: A linear model was run for each frequency, or time-frequency bin, with the dependent variable being the spectral amplitude (depending on the particular case: power, percent deviation from $1/f^s$, percent deviation from power in the inter-trial interval, or $z$-score), and the independent variable being a dummy coded category whose effect we wished to assess (depending on the particular case: spectrum region of interest, early or late training sessions, or behavioral epoch). The results of these linear models provided a map of t- or F-statistics, that was then subjected to a mass univariate test. To do this, categories were permuted 1000 times, generating 1000 surrogate maps. Each surrogate map was thresholded at the $p<0.05$ level and the test statistics within each contiguously significant region were summed. The largest summed value was stored for each surrogate, generating a null distribution. The same thresholding was applied to the statistical map for the observed data, and summed test statistic for each region was then compared with the null distribution to get their p-value. The rationale for this approach is the following. Statistical analysis of spectrograms is fraught for two reasons. First, there is a multiple comparisons problem because the spectrogram has many time/frequency points, and standard corrections for this would result in unreasonable p-value thresholds. Second, and related to the first point, traditional multiple comparisons approaches assume independence of samples, which is not the case in spectrograms where adjacent time/frequency bins are highly correlated. Thus, we opted for a univariate mass statistic that is commonly used in neuroimaging studies and addresses both of these concerns. Essentially, it identifies regions of F-statistics whose summed F-value exceeds what would be expected if behavior had no effect (as established via permutation; see above).

Differences in circular distributions: For circular data we used an ANOVA for circular data (Harrison and Kanji, 1988). If significant effects were found, these were followed up with post-hoc comparisons using the common median test (Fisher, 1995). Region and condition effects on univariate data: Mixed-effects linear models were performed with the animal ID as a random effect to control for subject dependent differences and adjust the degrees.
of freedom for nested dependencies between observations (Aarts et al., 2014). In R, the lme4 package was used to calculate the mixed effects models. These were subjected to an ANOVA with the Kenward-Roger degrees of freedom correction (lmertest package). If significant effects were found, post-hoc tests were conducted on the estimated marginal means using Bonferroni corrected t-tests (emmeans package).

**Differences in proportions:** To examine differences in proportions between regions, we used the Fisher exact test.

**Differences between biophysical models:** The gamma strength measured from different biophysical models was fit to a general linear model with dummy coded terms for each BL microcircuit factor (firing rate, proportion of FSIs, inhibitory connectivity). The contribution of these factors was evaluated with an ANOVA. Due to the low number of data points per condition (n=5), we obtained p-values for the ANOVA F-statistics by permuting 1000 times the design matrix passed to the general linear model that was then subjected to an ANOVA. This provided a null distribution that the observed F-statistics could be compared with.

**Data and code accessibility**

The full dataset and custom MATLAB code have not been deposited in a public repository because of their size, but are available from the corresponding author on request. The LA and BL models are available for download from ModelDB (https://senselab.med.yale.edu/modeldb/).

**RESULTS**

**Comparison between BL and LA gamma**

Rats (n=8) were trained on the RRI task and then implanted with a movable silicon probe targeting the amygdala. We recorded LFPs and unit activity during performance of the RRI task. See Kyriazi et al. (2018, 2020) for the firing rate correlates of BL and LA neurons in the RRI task. To
examine differences in the baseline expression of gamma oscillations, we compared BL and LA LFPs (recording sites: n=77 and 105, respectively) during the inter-trial intervals (ITIs). As a control, we included striatal (STR) sites (n=112), whose gamma is consistent with volume conduction or imposition by afferent synapses (van der Meer et al., 2010; Carmichael et al., 2017). BL exhibited prominent bursts of gamma oscillations in the mid-gamma range (Fig. 1A, red trace), while gamma activity was less conspicuous in LA and STR (Fig. 1A, blue and black traces, respectively). Consistent with the visual inspection of the amplitude spectrum, comparing the average spectrum of LFPs recorded at the three sites (Fig. 1B) revealed that gamma power in the 53-107 Hz range was significantly higher in BL than LA or STR (univariate mass test, p=0.002).

Although the above indicates that gamma oscillations have a higher amplitude in BL than in LA or STR, it remains unclear whether they are locally generated; they could be volume conducted from BL’s neighboring structures. To determine if the gamma oscillations seen in BL LFPs are in fact associated with local transmembrane currents, in a separate set of rats (n=3) implanted with an 8x8 recording site grid we performed current source density analysis (CSD). As illustrated in figure 1C, gamma power in the CSD power spectrum, which reflects locally generated current sinks and sources, was significantly higher in BL than in adjacent regions (univariate mass test, p=0.004). Furthermore, these recordings were obtained in subjects outside the training context during a quiet waking state, suggesting that the differences seen between LA and BL are not specific to the state of arousal.

**Firing entrainment by gamma**

Given the CSD results, one would expect gamma oscillations to entrain unit activity more strongly in BL than in LA or STR. To test this, we recorded units (Fig. 2A1) in the three regions and compared their entrainment by gamma (STR PNs: 165, LA PNs: 264, BL PNs: 208, STR FSIs: 44, LA FSIs: 31, BL FSIs: 45). As in prior studies (Berke, 2008; Amir et al., 2018; Kyriazi et al., 2018), BL and LA neurons were classified as putative PNs or FSIs based on their firing rates and spike duration (Fig.
To prevent spurious phase-locking arising from LFP contamination by spike waveforms (Zanos et al., 2011; Scheffer-Teixeira et al., 2013), we referenced spiking activity to LFP gamma recorded from the nearest adjacent recording site (typically 200 µm away from the unit being considered). The wavelet spectral phase and amplitude were taken in the LFP between 53 and 76 Hz, where the gamma power spectrum peaked (Fig. 1B), and used to calculate the coordination of spiking activity with gamma phase and amplitude.

In keeping with our analyses of gamma power (Fig. 1), PNs (Fig. 2B1, red) and FSIs (Fig. 2B1, blue) were more strongly entrained by gamma in BL than LA or STR. On average, there was a greater firing rate modulation by gamma in BL than LA or STR (Fig. 2B1). When stratifying gamma by its amplitude, the same trend was evident (Fig. 2B2). To quantify this, we calculated the entrainment of each unit to gamma using the pairwise phase consistency (PPC) score (Vinck et al., 2010; Fig. 2C). A mixed-effects ANOVA comparing gamma entrainment as a function of recording site and cell type revealed a significant effect of recording site ($F(2,748.96) = 48.17, p < 2 \times 10^{-16}$) and an interaction between location and cell type ($F(2,745.16) = 5.41, p = 0.0046$). Post-hoc tests using estimated marginal means confirmed that PNs were significantly more entrained in BL than LA ($t$-ratio$(751) = 6.28, p < 0.0001$) and STR ($t$-ratio$(751) = 6.65, p < 0.0001$). However, the entrainment of PNs in LA and STR did not differ significantly ($t$-ratio$(747) = 0.86, p = 1.0$). A similar pattern of was observed for FSIs (BL vs LA: $t$-ratio$(746) = 5.35, p < 0.0001$; BL vs STR: $t$-ratio$(746) = 7.3, p < 0.0001$; LA vs STR: $t$-ratio$(746) = 1.21, p = 1.0$), with presumed interneurons being significantly more entrained in BL than LA and STR.

Our analyses also revealed significant differences in preferred gamma firing phase (Fig. 2D). Whereas on average PNs in BL and LA preferentially fired just before the trough of gamma, FSIs tended to fire shortly after the trough of gamma. An ANOVA for circular data (Harrison and Kanji, 1988) comparing gamma firing phase as a function of recording site and cell type revealed a significant effect of recording site ($\chi^2(4) = 49.15, p = 5.43 \times 10^{-10}$) and cell type ($\chi^2(2) = 11.21, p = 0.004$) as well as a significant interaction between these two variables ($\chi^2(2) = 14.60, p = 6.76 \times 10^{-4}$). Post-hoc common
median tests (Fisher, 1995) confirmed that BL and LA PNs fired significantly earlier in the gamma cycle than FSIs ($P(1)=4.95$, $p=0.026$). This was in contrast with PNs and FSIs of the STR whose preferred firing phase did not differ significantly ($P(1)=0.001$, $p=0.97$).

Since neurons in BLA showed stronger entrainment to gamma than those in STR, and also exhibited phase-locking consistent with local generation arising from reciprocal interactions between PNs and FSIs, all further analyses focused on the BLA.

Influence of gamma on the efficacy of putative monosynaptic connections

Prior *in vivo* whole-cell recordings have revealed that periodic fluctuations in inhibitory drive promote neuronal entrainment to gamma in cortex (Atallah and Scanziani, 2009; Salkoff et al., 2015). Since inhibition raises the threshold for excitatory inputs to evoke action potentials, gamma phase should modulate the sensitivity of neurons to excitatory inputs. Given the predominance of gamma in BL over LA, this effect should be strongest in BL. To test these predictions, we assessed how gamma modulates spike transmission between connected pairs of neurons. We calculated the cross-correlation function between all pairs of single units in either LA or BL, and identified putative excitatory monosynaptic connections (Stark and Abeles, 2009; English et al., 2017; Fig. 3A).

We focused our analyses on two types of excitatory connections, PN→PN and PN→FSI. For connected pairs (PN→PN: BL, $n=21$; LA, $n=25$; PN→FSI: BL, $n=97$; LA, $n=32$), we sorted presynaptic spikes by whether they occurred during the peak or trough period of gamma bursts (amplitude greater than median power) and used these to calculate two separate cross-correlation functions, while correcting for phase-dependent changes in firing rate (see Methods). As predicted, many PN→PN and PN→FSI pairs had higher cross-correlation peaks during the trough of gamma (Fig. 3B), when inhibitory drive should be lowest (Hasenstaub et al., 2005). A mixed-effects ANOVA determined whether cross-correlation strength was affected by gamma phase, connection type, and region. It revealed a significant interaction between gamma phase and region ($F(2,337.92)=27.94$, $p=2.2 \times 10^{-7}$; Fig. 3C).
was clarified by post-hoc tests, which found that the cross-correlation for both pair types in BL were stronger during the trough of gamma (PN→PN: \textit{t-ratio}(337.9)=4.72, \textit{p}=0.0001; PN→FSI: \textit{t-ratio}(337.9)=6.12, \textit{p}<0.0001), but this was not the case in LA (PN→PN: \textit{t-ratio}(337.9)=-1.27, \textit{p}=1.0; PN→FSI: \textit{t-ratio}(337.9)=0.022, \textit{p}=1.0). Thus, BL gamma phase modulates excitatory synaptic transmission.

\textit{Differences in intrinsic connectivity between BL and LA}

Overall, the results described so far indicate that gamma oscillations are more prominent in BL than LA, entrain BL neurons more strongly, and cause a more pronounced modulation of their excitatory interactions. The origin of these differences is unclear, however. We examined whether LA and BL differed (1) in the amount of excitation present in their respective networks (as indexed by the firing rates of PNs), (2) in the connections between FSIs and PNs and (3) in the incidence of FSIs.

The incidence of FSIs was significantly higher in BL than LA (Fig. 4A; 17.8 vs 10.5%; Fisher exact test, two-sided, \textit{p}=0.018). As was previously reported (Paré and Gaudreau, 1996), PNs tended to fire at lower rates in LA than BL, but this difference did not reach significance in our samples (Fig. 4B; 0.61 vs. 0.95 Hz; Mixed effects model, \textit{F}(1,283.08)=0.77, \textit{p}=0.38). Most importantly, the proportion of putative PN→FSI and FSI→PN (Fig. 4C, top left) monosynaptic connections was significantly higher in BL than LA (Fisher exact test; PN→FSI, \textit{p}=6.17\times10^{-5}; FSI→PN, \textit{p}=6.68\times10^{-9}). In contrast, no difference was found in the connections between PNs (PN→PN, \textit{p}=0.55). Crucially, these connection probabilities were in agreement with estimates from paired patching experiments on \textit{in vitro} amygdala slices (Woodruff and Sah, 2007). Yet, in both nuclei, connection probabilities fell off with distance (Fig. 4C2-4), consistent with cortical networks that produce gamma (Oswald et al., 2009).
The differences we observed between LA and BL’s microcircuitry may underlie their differing propensity to generate gamma. To evaluate which of these properties impacts gamma generation, we constructed biophysical network models of LA and BL that incorporated the differences in FSI incidence, PN firing rates, and connectivity described above. Simulations with each set of microcircuit parameters were run five times to obtain a representative sample of network behavior. Each network was comprised of 27,000 multicompartmental biophysical model neurons with packing density matching stereological estimates (Chareyron et al., 2011). Membrane noise was titrated to match the firing rates of PNs and FSIs in vivo. Given the transmembrane current and location of each cellular compartment, we could emulate the LFP recorded at the center of the structure using the line source approximation method (Parasuram et al., 2016). To facilitate comparison between the model and in vivo power spectrums, we measured the deviation of each one from a fitted $1/f$ curve (also termed power law fit), generating a residual spectrum. Indeed, when integrated over a long time period, LFP power shows a characteristic attenuation with frequency, which can be fitted with a $1/f$ curve. During sensory, motor, or cognitive processing, the power spectrum deviates from the $1/f$ curve as bumps or peaks become apparent in particular frequency bands. Subtracting the power law fit from the actual power spectrum thus allowed us to isolate the impact of various manipulations on mid-gamma power.

The mid-gamma band of the model spectrums lay within the 95% confidence intervals of the in vivo spectrums (LA: 42nd percentile; BL: 44th percentile, Fig. 4D). Importantly, the residual spectrum of the LA model did not show a bump in the mid-gamma band, while the BL model did. Thus, the peak power in each of these models fell near the middle of the in vivo distribution.

While these simulations suggest that microcircuit differences between LA and BL support their differing propensity to gamma generation, it is unclear which factor(s) is critical. To explore this, we systematically added BL microcircuit properties to the LA model one or two at a time and assessed the impact of these manipulations on gamma power, as measured in the resulting residual spectrum (Fig. 5).
Firing rates of PNs and FSIs were kept consistent across all hybrid models by making adjustments solely to the background noise levels, if needed. An ANOVA revealed that no single factor is responsible for the higher gamma levels seen in BL. Incorporating just the BL connectivity between PNs and FSIs caused a significant, but modest, increase in LA gamma (ANOVA, permutation p=0.014), while neither firing rate nor proportion of FSIs had a significant effect (p=0.54; FSI proportion, p=0.052). However, their combination significantly increased gamma (permutation p=0.001). The combination of BL connectivity and percentage of FSIs strengthened LA gamma further (p=0.001), to the point where it was on par with that found in BL (p=0.18).

Learning related changes in oscillatory activity during inter-trial intervals

Having explored the physiology underlying the generation of gamma oscillations in the BLA, we sought to understand their behavioral correlates. LFP recordings were obtained from a subset of our subjects (n=3) during early training, which allowed us to examine how acquiring appetitive and aversive contingencies influenced gamma in LA and BL. We defined two stages of training, early and late (up to vs. after the 9th training session, respectively). We excluded the first four training sessions because subjects often behaved in a manner that produced artifact-ridden data. Behaviorally, the early and late stages corresponded to mean performances of 56% and 76% correct trials for all CS types combined, respectively. We considered 4-5 early and 4-5 late training sessions per rat (n=3) during which the same 61 BL and 30 LA recording sites were monitored (≥19 BL and 7 LA sites per rat).

We first compared LFP power spectra during the ITIs, at early (Fig. 5A, black traces) vs. late stages of learning (Fig. 5, colored traces). To remove individual differences in overall LFP power and focus on narrow-band peaks in the power spectrum, we expressed the magnitude of each frequency as the deviation from the 1/f² fit of the power spectrum. Because adjacent frequencies tended to exhibit similar changes in power, we used mass univariate statistics to assess the significance of spectral changes (see Methods). The range of frequencies whose power changed significantly with learning is indicated...
at the top of the graph (darkness proportional to F-statistics, all significant at p<0.05). While changes were observed across numerous frequency bands, the following results focus on the mid-gamma band.

LA (Fig. 5A, left) and BL (Fig. 5A, right) showed a similar pattern of learning induced changes in spectral power. From early to late learning stages, LFP power during the ITIs reduced in the mid-gamma band, along with adjacent bands. Notably, LA exhibited a gamma peak at early stages of training, in contrast to subjects shown earlier (Fig. 1B) who were at behavioral asymptote. The learning-related decrease in gamma during the ITIs suggests that baseline gamma levels are elevated in LA and BL when subjects are uncertain about the task structure.

Learning related changes in oscillatory activity during conditioned stimuli

Having assessed how learning alters gamma activity during the ITI, we next considered changes induced by the CS-S (Fig. 5B) and CS-R (Fig. 5C) relative to the last 5 s of the ITIs. Again, similar results were obtained in LA and BL. Early in training, a distinct peak in the mid-gamma range was evident, centered at 53 Hz. Further training reduced this bump significantly (Fig. 5B; LA: p<0.001; BL: p<0.001). A similar pattern was obtained with the CS-R (Fig. 5C), except for the fact that the mid-gamma peak was wider and the learning-related decrease in gamma power was so pronounced (LA: p<0.001; BL: p<0.001), that it fell below ITI levels. Altogether, these results indicate that LA and BL exhibit elevated gamma levels early in training and that these are reduced with learning.

Oscillatory correlates of conditioned stimuli and behaviors in BL and LA

On the surface, the above seems to suggest that once rats have become proficient at this task, mid-gamma is largely absent during aversive and appetitive CSs. However, examination of moment-to-moment variations in the spectral composition of LFPs in fact revealed that mid-gamma is associated with specific behavioral transitions. Here, the reader is reminded that in contrast with standard conditioning paradigms, the RRI task allows for multiple CRs. During aversive trials, depending on the
rats’ position with respect to the shock sector, the CS-S called for passive (PA, 64%) or active avoidance (AA, 36%) responses. Behavioral variability was especially pronounced on CS-S trials that required an AA response. In 8% of these trials, rats failed to move away from the shock sector, instead freezing until shock onset. In 17% of cases, after a bout of freezing, they generated the appropriate AA response. Finally, in 75% of cases, rats left the shock sector without first engaging in freezing behavior.

To study the oscillatory correlates of these behavioral variations, for each trial type we separately averaged LFP spectrograms, removed the 1/f² background, and z-scored the data to the last 5 s of the ITI (Fig. 6, left column). Because the latencies and durations of the various CRs varied from trial to trial, averaging across trials required that the data be binned as a function of time relative to behavioral events. As detailed in the Methods section, this was achieved by distributing a fixed number of time bins across the various behavioral phases. To assess the statistical significance of power changes, we performed F-tests on each time-frequency bin relative to the corresponding ITI baseline and calculated the p-values of those using mass univariate statistics. In the right column of figure 6, significant bins have the same color as on the left whereas non-significant ones are faded (p>0.05).

On passive avoidance trials, when no action was required to avoid the shock, the CS-S onset elicited modest and short-lived increases in mid-gamma power (n=77 BL sites, n=105 LA sites; Fig. 6A). In contrast, during CS-S trials where rats exhibited behavioral freezing up to shock delivery (n=28 BL sites, n=78 LA sites; Fig. 6B), mid-gamma power increased modestly prior to freezing in LA and BL, ramped up further during freezing, peaking just prior to shock delivery, after which it decreased below ITI levels as rats escaped from the shock sector.

Although these results give the impression that mid-gamma is associated with freezing, the case where rats stopped freezing early enough during the CS-S to actively avoid the shock indicates otherwise (n=77 BL sites, n=99 LA sites; Fig. 6C). On these trials, while mid-gamma increased during freezing, it persisted shortly after the rats began moving again, and then dropped below ITI levels during active...
avoidance. In addition, increased mid-gamma during freezing started earlier in LA than BL (mass univariate test with region as a factor, p < 0.005).

This suggests that LA and BL could differentially express mid-gamma during aversive behaviors. Indeed, gamma increases were sometimes restricted to just one of the two nuclei. On CS-S trials where rats did not engage in freezing prior to avoiding the shock sector (n=77 BL sites, n=105 LA sites; Fig. 6D), mid-gamma ramped up only in LA prior to avoidance (p < 0.005), then abruptly dropped below ITI levels during avoidance, and returned to baseline values once rats reached safety. Altogether, these results indicate that gamma in LA and BL is associated with threat assessment and response selection, especially given that freezing is a behavioral manifestation of both processes (Lojowska et al., 2015; Gladwin et al., 2016).

However, it may be that gamma activity in LA and BL is not specific for threatening situations, but instead reflects environmental assessment and action selection more generally. To test this, we examined appetitive trials (Fig. 7). On CS-R trials where rats were close to the CS-R, they simply placed their front paws on the water port and waited for reward delivery (32.1% of trials), a behavior termed “reward anticipation”. On other trials (63.1%), when rats were far from the CS-R, they first ran to the water port (a behavior termed “reward approach”) and then exhibited reward anticipation. On a minority of trials, rats failed to approach the water port before the end of the CS-R (4.8% of trials).

On appetitive trials where rats were adjacent to the water port (n=69 BL sites, n=104 LA sites; Fig. 7A), mid-gamma rose modestly after CS-R onset, decreased after the start of reward anticipation, and dropped well below ITI levels upon reward delivery. On trials where rats were far from the water port (n=77 BL sites, n=105 LA sites; Fig. 7B), mid-gamma power rose transiently after CS-R onset, then again immediately before the start of reward approach, and dropped drastically during reward approach, anticipation, and delivery. On trials where subjects did not interact with the port, gamma power did not change (n=38 BL sites, n=94 LA sites; Fig. 7C). Taken with the results from aversive trials, these
findings suggest that BLA mid-gamma supports a process akin to deliberation or response selection, irrespective of the situation’s valence.

**DISCUSSION**

This study examined the generation and behavioral correlates of gamma oscillations in the BLA. Both the LA and BL exhibited gamma oscillations during stimulus presentation and specific behavioral periods. Gamma in LA and BL is associated with behavioral epochs reflecting environmental assessment and response selection. However, only BL showed spontaneous gamma oscillations during quiet waking or inter-trial periods. This arises from an interplay between its distinctive microcircuit characteristics.

*BL microcircuitry is conducive to gamma generation*

During rest and RRI task ITIs, spontaneous gamma oscillations were readily detected in the BL nucleus, but not in LA. While we cannot exclude that volume conduction from adjacent cortices contributed to this gamma (e.g. Carmichael et al., 2017), much of it surely depended on local neuronal activity since it entrained local spiking and it was present in the power spectrum derived from locally generated currents. Further indicating that volume conduction was not a major contributor to the gamma we observed in BLA, spontaneous gamma bursts expressed in BL were not readily apparent in LA ([Fig. 1A](#)), and task-evoked gamma could occur in LA but not BL ([Fig. 6B](#)).

What factors account for BL’s propensity to generate gamma? While LA and BL exhibit the same microcircuit motifs, such as dense reciprocal connections between PNs and FSIs (Woodruff and Sah, 2007), they differ in critical ways like the higher incidence of PV cells in BL than LA (Smith et al., 1998; McDonald and Mascagni, 2001; Butler et al., 2018), and PV cells in LA mediating more feedforward inhibition than their BL counterparts (Lucas et al., 2016). We identified three differences between BL and LA: a higher incidence of FSIs in BL, denser interconnections between PNs and FSIs in BL, and a trend for PNs to fire at higher rates in BL than LA. Incorporating these differing properties
into biophysically detailed models of LA and BL reproduced their differing gamma levels. Critically, no single microcircuit feature was responsible for this difference. In general, gamma was unaffected by PN firing rates, but increased with denser connectivity between PNs and FSIs and the proportion of FSIs.

660 Origin of LA's task-related gamma

LA only exhibited gamma during task events, particularly at early stages of training. Since our biophysical model revealed that LA’s microcircuitry is not conducive to gamma generation, how might it occur during task events? One explanation is that sufficient extrinsic activation drives PNs enough to engage the PING mechanism. Or, extrinsic inputs that target FSIs (Woodson et al., 2000) drive them to generate gamma autonomously (Tiesinga and Sejnowski, 2009). Or structures upstream of LA may impose gamma oscillations (e.g. Headley et al., 2013). Last, neuromodulation of LA may induce gamma by altering the excitability of particular subsets of neurons or the properties of synaptic transmission (Fisahn et al., 2002; Sinfield and Collins, 2006; Gire and Schoppa, 2008; Andersson et al., 2012; McCall et al., 2017).

670 BL gamma modulates excitatory synaptic transmission

The principal function of gamma is thought to be the regulation of communication between ensembles of neurons (Fries et al., 2015). Each gamma cycle is comprised of excitation followed by inhibition so that inputs arriving during the excitatory phase exert a greater influence on the post-synaptic neuron than those coinciding with the inhibitory phase. Gamma phase affects the coordination of multi-unit activity in auditory cortex (Headley and Weinberger, 2013), single-unit in amygdala (Amir et al. 2018), and stimulus responding in visual cortex (Ni et al., 2016). In BLA, multi-unit cross-correlations are enhanced with gamma (Stujenske et al., 2015). However, it is unclear if the effect was driven by a change in the integration of individual synaptic events or a shift in the set of neurons firing. Intervention studies established that rhythmic inhibition in the gamma frequency range creates optimal phases for...
receptiveness to stimuli (Cardin et al., 2009), with corresponding behavioral effects (Siegle et al., 2014), but these were artificially generated rhythms. Here, we directly tested whether gamma regulates neuronal communication by studying how the impact of monosynaptic connections changes as a function of gamma phase. We found that the excitatory phase of gamma enhances the responsiveness of postsynaptic neurons to excitatory inputs, providing experimental confirmation that gamma regulates communication between neurons (Fries et al., 2015).

Crucially, this phenomenon was found in BL, but not LA, which lacked gamma oscillations during the same periods. This highlights the importance of gamma itself in modulating neuronal responsiveness. Alternatively, a mundane explanation is that since the LFP reflects local excitability (Haider et al., 2006; Okun et al., 2010), it would necessarily correlate with neuronal responsiveness. Thus, it is conceivable that gamma phase modulation of responsiveness may have arisen because the LFP phase in the gamma frequency range reflects local excitability, irrespective of gamma’s presence. Arguing against that, we should have observed a similar modulation in LA and BL, which we did not.

**What is the function of BLA gamma?**

Given that LA and BL are reciprocally connected with numerous cortical areas (Krettek and Price, 1977; McDonald, 1998), the occurrence of gamma may support their interactions during different behavioral states.

Starting with online states, during acquisition of the RRI task, gamma oscillations were prominent in LA and BL, but further training diminished them. Despite this reduction, gamma oscillations still occurred, concentrating around particular behavioral events, namely freezing, and the initiation of active behaviors. These findings suggest that gamma oscillations during acquisition reflect the rats’ uncertainty about task contingencies, and increased attention to the environment. Indeed, freezing is considered a behavioral manifestation of environmental assessment (Lojowska et al., 2015; Gladwin et al., 2016), a process that likely entails coordination of cortical and amygdala activity. LA has
dense connections with the perirhinal cortex (Pitkänen et al., 2000), a multimodal integration site capable of persistent spiking in the absence of stimuli, so coordination of perirhinal and LA activity by gamma may support processing of complex stimuli or contingencies (Kent and Brown, 2012). Crucially, the perirhinal cortex and LA can exhibit coherent gamma-band activities (Collins et al., 2001; Bauer et al., 2007).

Gamma also increased immediately before initiation of active behaviors. This may be the source of mid-gamma observed in striatum during movement initiation (Masimore et al., 2005). Indeed, LA and BL project to the striatum (Kita and Kitai, 1990; McDonald, 1991), and during a cued reward task they show coherent gamma with striatum, which was disrupted by BLA inactivation (Popescu et al., 2009). More closely related to the RRI task, BLA projections to the striatum have also been implicated in the generation of active avoidance (Ramirez et al., 2015; Diehl et al., 2020).

After initiation of active CRs, mid-gamma power decreased drastically. Since movement artifacts would be expected to have the opposite effect and we confirmed that the signal did not saturate our recording system, the drop in mid-gamma power is likely true. At present, its origin is unclear. One possibility is that it reflects a reduction in extrinsic synaptic drive. Consistent with this possibility, we previously observed that most BL neurons decrease their firing rate during movements, whether when foraging for food or exploring an open field (Amir et al., 2015).

Finally, with respect to the function of BL gamma during offline states (such as the ITI period in this study), one possibility is that it supports BL’s well-established role in the emotional modulation of memory consolidation (McGaugh, 2000). Of note, BL has prominent reciprocal connections with the CA1 field of the ventral hippocampus (Pitkänen et al., 2000), an area crucial to memory formation. Tying this to gamma, artificial enhancement or reduction of BL gamma during post-learning rest has corresponding effects on memory strength (Kanta et al., 2019). Another possibility is that gamma supports BL’s interactions with the hippocampus, a pathway that is important for planning in anxiogenic situations (Felix-Ortiz et al., 2013; Wu et al., 2017), when threats are uncertain. Another structure
important in such situations is the prelimbic cortex. It has reciprocal connections with the BL (Gabbot et al., 2005; Hoover and Vertes, 2007), with which it exhibits bursts of coherent gamma (Stujenske et al., 2014). This prefrontal subregion is crucial for freezing behavior (Sierra-Mercado et al., 2011), and it exhibits mixed selectivity (Kyriazi et al., 2020), which supports the higher-order task representations thought to underlie strategic behaviors (Fusi et al., 2016). Consequently, BL gamma may reflect its interactions with these structures in support of ruminative processing and evaluation of complex situations.

Conclusion

Previous studies lumped LA and BL together when investigating gamma. Our results indicate that this may mask important differences in the function of gamma between these structures, and the organization of their microcircuitry. Since the BLA likely interacts with shifting sets of systems during different phases of emotionally salient situations (Mobbs et al., 2020), the gamma oscillations we observed may support these interactions.
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>AMPA</th>
<th>NMDA</th>
<th>GABA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Connection type</strong></td>
<td><strong>Reversal potential (mV)</strong></td>
<td><strong>Rise/decay time constant (ms)</strong></td>
<td><strong>Conductance (nS)</strong></td>
</tr>
<tr>
<td>PN to PN</td>
<td>0</td>
<td>0.3/6.9</td>
<td>1</td>
</tr>
<tr>
<td>PN to FSI</td>
<td>0</td>
<td>0.1/2.4</td>
<td>1</td>
</tr>
<tr>
<td>FSI to PN</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>FSI to FSI</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>FSI to FSI (gap junction)</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

**Table 1.** Parameters related to synaptic connections. Kinetics of AMPA, and NMDA, and GABA conductances used in the LA and BL computational models.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mean Frequency (Hz)</th>
<th>AMPA</th>
<th>NMDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuron type</td>
<td>Reversal potential (mV)</td>
<td>Rise/decay time constant (ms)</td>
<td>Conductance (nS)</td>
</tr>
<tr>
<td>for PNs</td>
<td>2</td>
<td>0</td>
<td>0.5/7</td>
</tr>
<tr>
<td>for FSIs</td>
<td>2</td>
<td>0</td>
<td>0.5/7</td>
</tr>
</tbody>
</table>

**Table 2.** Parameters related to extrinsic afferents. Kinetics and reversal potentials used for the extrinsic synaptic inputs in the computational models of LA and BL.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Excitatory source</th>
<th>Inhibitory source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuron type</td>
<td>$g_{e0}$ (nS)</td>
<td>$\tau_e$ (ms)</td>
</tr>
<tr>
<td>for LA PN/FSI</td>
<td>3.2/4</td>
<td>2/0.2</td>
</tr>
<tr>
<td>for BL PN/FSI</td>
<td>3.2/1.2</td>
<td>3/0.1</td>
</tr>
</tbody>
</table>

**Table 3.** Parameters related to point-conductance model. Parameters used for the point-conductance model.
FIGURE LEGENDS

**Figure 1.** Gamma oscillations are more prominent in BL than LA or STR. (A) Representative examples of LFPs (traces) and corresponding spectrogram (colored plots) for the STR (top), LA (middle) and BL (bottom). Data obtained from 8 rats during inter-trial intervals (112 in STR, 105 in LA, and 77 in BL). (B) Average ± SEM power spectrum for BL (red; n=77), LA (blue; n=105) and STR (black, n=112). Gray shaded regions mark significantly different consecutive bins. (C) Average ± SEM CSD power spectrum (3 rats) for BL (red), LA (blue) and STR (black). Gray shaded region marks significantly different consecutive bins in the gamma range. Data obtained outside the task context, during epochs of quiet wakefulness.

**Figure 2.** Gamma oscillations entrain BL neurons more strongly than LA or STR cells. (A) Classification of presumed PNs and FSIs. (A1) Left, average spike shape of a particular PN or FSI as seen on different recording leads of a silicon probe. Red and blue are used for the principal cell and FSI, respectively. The degree of redness or blueness at each lead is proportional to spike amplitude. Middle, overlaid spikes of the same PN and FSI. Right, inter-spike-interval (ISI) histograms for the two units shown. Dashed vertical line indicates the ISI below which at least 5% of ISIs occurred. (A2) Overlay of the average spike shape of all PNs (red) and FSIs (blue) included in this study. (A3) Trough to peak time plotted as a function of firing rates for PNs (red), FSIs (blue), and unclassified neurons (UNCL, 72 BL, 94 LA, 60 STR cells). Same neurons as in A2. (B1) Modulation of firing rate as a function of gamma phase for STR (top), LA (middle) and BL (bottom) PNs (red) and FSIs (blue). (B2) Same as B1 but after stratifying the data by gamma amplitude (PNs, left; FSIs, right). (C) Modulation (pairwise phase consistency, PPC; see methods) of STR (left), LA (middle) and BL (right) FSIs (blue) and PNs (red). The width of the violin plots is proportional to the concentration of the data at the different PPC values. White circles correspond to the median and the gray lines originating from them indicate the PPC values comprising the middle 25-75% of the distribution. (D) Preferred gamma firing phase of STR (left), LA (middle) and BL (right) FSIs (blue) and PNs (red). The width of the violin plots is proportional to the concentration of the data at the different phase values. See C for meaning of white circles and gray lines.

**Figure 3.** Examples of gamma modulation of putative monosynaptic connections by gamma phase. (A) Examples of three types of connections identified by cross-correlation analyses. Top colored traces are unit filtered extracellular spike traces, with a prototypical one unshaded. Below the histogram shows the probability of postsynaptic cell spiking relative to when the presynaptic cell spiked. An excitatory connection from a PN→FSI (left), PN→PN (middle), and inhibitory connection from an FSI→PN (right). (B) Examples of putative monosynaptic connections from PN→PN (left), PN→FSI (right) that were modulated by gamma. (C) Paired violin plot showing changes in cross-correlation strength as a function of region (LA: left, BL: right) and postsynaptic cell type (PN: red, FSI: blue). Each faded line corresponds to a single putative excitatory monosynaptic connection. White circles correspond to the median and gray lines to the 25th to 75th percentiles.

**Figure 4.** Effect of microcircuit properties on gamma generation in LA and BL. (A) Proportion of neurons that were identified as FSIs based on extracellular spiking characteristics. (B) Distribution of mean firing rates as a function of region and cell type. (C) Overall probabilities for each type of putative monosynaptic connection as determined by cross-correlation analyses (C1). The probability of each connection decreased with distance between the pre- and postsynaptic units (C2, C3, C4). Fits are exponential curves, shaded region denotes 95% confidence intervals for the fits, and crosses are the measured probabilities. (D) Biophysically detailed models of the LA and BL were constructed based on the microcircuit properties for each nucleus, and then the LFP was simulated. The deviation in gamma
power from $1/f^x$ in both models fell within the 95% confidence intervals for what we observed in vivo (sold lines are medians, shaded lines are 95% confidence intervals). (E) The parameters of the LA model (blue) systematically changed to bring them closer to the BL model (red), create six different alternate models (black). The red and blue spectrums are the same across all graphs, only the black, alternate model spectrums, vary. The title of each graph indicates the BL parameter that was implemented in the LA model. Connectivity refers to the connection probability between PN→FSI and FSI→PN, Firing rate is the mean firing rate of PNs, and %FSI is the proportion of FSIs. (F) The percent deviation of mid-gamma from the $1/f^x$ was measured for each model. Each model was simulated 5 times, shown by the faded circles. The darker circles correspond to the median.

Figure 5. Learning-dependent changes in LA and BL oscillatory activity. Black and colored lines correspond to early and late training stages, respectively. Left, LA; right, BL. Bars at the top of each graph mark the range of frequencies whose power changed significantly with learning (darkness proportional to F-statistics, all significant at p<0.05; absence of rectangle indicates p>0.05). Averages were performed across recording sites. (A) LFP power during the last 5 s of each ITI. The magnitude of each frequency is expressed as the deviation from the power law fit of the power spectrum. (B) Percent change in power during the CS-S relative to the last 5 s of the ITI. (C) Percent change in power during the CS-R relative to the last 5 s of the ITI.

Figure 6. Behavioral correlates of mid-gamma activity during CS-S trials. (A-D, left) Average spectrograms across recording sites z-scored to the last 5 s of ITI and plotted as a function of relative time. Data obtained in LA and BL is shown at the top and bottom, respectively. (A-D, right) Same spectrograms as on left but statistically significant bins have the same color as on the left. Light shaded bins were not statistically significant. (A) Trials where the CS-S called for a passive avoidance (PA) response because rats were outside the shock sector. (B) Trials where the CS-S elicited behavioral freezing up to US delivery. (C) Trials where the CS-S first elicited freezing and, after a delay, active avoidance (AA). (D) Trials where the CS-S elicited AA with no preceding freezing.

Figure 7. Behavioral correlates of mid-gamma activity during CS-R trials. (A-C, left) Average spectrograms across recording sites z-scored to the last 5 s of ITI and plotted as a function of relative time. Data obtained in LA and BL is shown at the top and bottom, respectively. (A-C, right) Same spectrograms as on left but statistically significant bins have the same color as on the left. Light shaded bins were not statistically significant. (A) Trials where the CS-R only elicited reward anticipation (R-Ant) because rats were adjacent to the water port. (B) Trials where the CS-R first elicited reward approach and then R-Ant. (C) Trials where the CS-R elicited no response.
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